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Abstract

The direct and inverse problems for the Euler-Bernoulli beam and Kirchhoff-Love plate
models have been extensively studied over the years, and they continue to be an active area
of research due to their applications in science and engineering. In this aspect, we mainly
focus on the inverse source problems of the Euler-Bernoulli beam and Kirchhoff-Love
plate equations with various damping mechanisms. More precisely, the research reported
in the thesis mainly deals with the inverse problems of identifying unknown source terms in
the Euler-Bernoulli beam with viscous and Kelvin-Voigt dampings, rectangular Kirchhoff-
Love plate with viscous damping, thermoelastic plate with structural damping.

As explained in the introduction of the thesis, the unique determination of a spatial load
in the undamped beam equation from final time measurement is not a feasible problem. We
study the effect of viscous damping in the unique determination of unknown spatial load
in a simply supported Euler-Bernoulli beam from measured final time displacement. By
considering two specific temporal loads, we obtain sufficient conditions on the damping
parameter and admissible final time interval to uniquely express the spatial load in terms of
an infinite series using the Singular Value Decomposition (SVD) method. Next, we discuss
the inverse problem of determining the unknown transverse shear force (boundary data)
in the Euler-Bernoulli beam in the presence of the Kelvin-Voigt damping from measured
deflection and bending moment. The inverse boundary value problem of determining the
shear force acting on the inaccessible tip of the microcantilever, one of the key components
of Transverse Dynamic Force Microscopy (TDFM), is important for understanding bio-
logical specimen images at submolecular precision. The considered inverse problems are
transformed into minimization problems for Tikhonov functionals and show that the regu-
larized functionals admit a unique solution for the inverse problems. In this work, we also
prove remarkable Lipschitz stability estimates for the transverse shear force in terms of the
given measurement by a feasible condition only on the Kelvin-Voigt damping coefficient
using the variational methods. The required solvability of direct and adjoint problems is
obtained under the minimal regularity of the admissible shear force, which turns out to be
the regularizing effect of the Kelvin–Voigt damping.

The analysis of the inverse source problem of the beam is further explored for the
unique reconstruction of spatial load and the stability of reconstructing the spatial load
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in the Kirchhoff-Love plate in the presence of viscous damping using the regularization
technique and spectral method. In this study, the inverse problem is first posed as a mini-
mization problem of a regularized Tikhonov functional and obtained a unique solution to
the minimization problem. We established a stability estimate under feasible conditions on
final time and damping parameter. Then, the same inverse source problem is studied by the
SVD method, and we concluded that the solution obtained by these two methods is equiv-
alent. Besides, with the help of singular values of the input-output operator and regularity
assumption on temporal load, we derived stability estimates for the regularized and SVD
solutions of the inverse problem.

In the final work, we further extend the study for the inverse problem of simultaneously
identifying the mechanical load and heat source in a structurally damped thermoelastic
system describing a homogeneous and elastically and thermally isotropic plate from the
vertical displacement measured at the final time. The inverse problem is reformulated as
a minimization problem for the Tikhonov functional using the Tikhonov regularization
method. We prove that the regularized Tikhonov functional admits a unique solution in the
naturally defined set of admissible sources. An upper bound for the final time is established
to derive a stability estimate for the inverse problem by invoking a first-order necessary
optimality condition for the minimization problem. This stability result also gives rise to
the uniqueness of the solution to the inverse problem. The results established in this work
help to analyze the influence of thermal and mechanical loading that results in materials
deflection, which, in turn, is vital for material science and engineering applications.
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Chapter 1

Introduction

The inverse problems are the counterpart of the direct problems that consist of determin-
ing unmeasurable system parameters from measurable parameters by using a mathematical
model associated with a physical system. For instance, one of the classical inverse prob-
lems is: Can one hear the shape of a drum? ([59]). In other words, can we figure out the
shape of a drum based on the sound it emits? It is clear that the corresponding direct prob-
lem here is to determine the sound emitted by a drum of known shape. The mathematical
theory of inverse problems for differential and integral equations is being developed rapidly
within the framework of mathematical physics. It is known that in direct problems, we de-
termine the solution of a differential equation utilizing given inputs, namely, coefficients,
source functions, and initial data to describe the physical phenomena, while in the case of
inverse problems, one may need to find the output functions as well as the input data. A
mathematical problem is said to be well-posed in the sense of Hadamard ([40]), if a solu-
tion to this problem exists, the solution is unique, and that solution continuously depends
on the data, that is, small deviations in the data lead to small deviations in the solution.
A major issue with inverse problems is that even if the direct problem is well-posed, the
corresponding inverse problems are mostly ill-posed ([57]). Moreover, without entering
into further intricacies of mathematical terminology, it is necessary to emphasize that, in
most situations, inverse and ill-posed problems have a crucial characteristic, namely, in-
stability. The ill-posedness due to instability makes the inverse problems challenging and
mathematically interesting, and the instability may be due to measurement noise and errors.

In spite of the challenges, inverse problems occur in almost all areas of science and engi-
neering, for example, geophysical problems, medical imaging, astronomy, remote sensing,
signal processing, inverse scattering problems, aerodynamics, electrodynamics, structural
engineering, machine learning, and so on (see, [4, 23, 26, 61, 77, 28]). Given its broad range
of applications, it is hardly surprising that the theory of inverse and ill-posed problems has
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developed into one of the fastest-growing fields of modern science and engineering. It is
almost impossible to estimate the total number of scientific publications that directly or
indirectly deal with inverse and ill-posed problems.

1.1 Vibrations of beams and plates

This section mainly discusses the physical models considered for our research work, namely,
the Euler-Bernoulli beam, Kirchhoff-Love plate, and thermoelastic plate equations.

A beam is a structural element resisting forces acting laterally to its axis. Daniel
Bernoulli derived the equation of motion for the transverse vibration of thin beams in
1735, while Euler obtained the solutions for various support conditions in 1744. The
Euler-Bernoulli beam theory is a simplified version of linear elasticity theory that de-
scribes the relationship between deflection and applied load. Many mechanical systems
from industry and engineering use the Euler–Bernoulli beam equation to represent bending
vibration ([73]). Analysis and simulation of such systems have become key research areas
because of the necessity to manage the dynamics of these systems. The static equation
(EIu′′(x))′′ = q(x), where u is the beam deflection, EI is the flexural rigidity and q is
the distributed load (see,[79, 91]), is a basic model for the Euler-Bernoulli beam equation
subject to external load.

A general dynamic model of the Euler-Bernoulli beam subject to external load is given
by the equation ρ(x)utt+ (r(x)uxx)xx = g(x, t), where ρ is mass density, r(x) = EI(x) is
the flexural rigidity, and g(x, t) is the distributed load, has huge fundamental applications
in civil, mechanical, and aeronautical engineering (see, [19, 31, 32, 98]). As an extension
to beam theory, in 1888, Love developed a model to determine the stress and deformations
of a thin plate subject to external forces and moments using the assumption proposed by
Kirchhoff. This is the so-called Kirchhoff-Love plate equation (see, [69]) whose governing
equation is given by utt +D∆2u = g(x, t), where D is the modulus of flextural rigidity.

The study of thermoelasticity is a vital field in material science and engineering that
deals with the coupling between thermal and mechanical responses of materials. The ther-
moelastic plate model is an interconnected system of the Kirchhoff-Love plate and heat
equations. The Kirchhoff model describes the vibration of the plate, and the temperature
distribution of the plate is described by the heat equation, which is modeled using Fourier’s
law of heat conduction. It is well known that a plate’s temperature gradient will contribute
to plate deformation and can lead to changes in stiffness, vibration frequencies, and even
buckling.
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1.2 Damping mechanism in beams

The vibration of a beam occurs due to internal and exterior forces, including external forces
like wind, earthquakes, and machinery, depending on the beam’s natural frequency. The
inhabitants may be in danger if the structure is worn down or fails due to these vibrations.
Controlling and reducing this vibrational energy in structural systems like beam necessi-
tates using damping mechanisms. Besides, the damping phenomena also arise in various
physical systems, such as viscous drag in mechanical systems, resistance in electrical os-
cillators, light absorption and scattering in optical oscillators, etc. In dynamic systems,
damping mechanisms dissipate mechanical energy, usually into heat or sound. The nature
of the damping mechanisms drastically changes the nature of the solution to the vibration
problem and hence controls the response of the beam. The classical Euler-Bernoulli beam
model with appropriate damping mechanisms such as viscous (air) damping, strain rate
damping, spatial hysteresis, and time hysteresis play a significant role in applications (see,
[6]). A general model of the damped beam equation with generic damping is given by

utt(x, t) + L1ut(x, t) + L2u(x, t) + ((EI(x)/ρ)uxx)xx = q(x, t),

where the term L1ut(x, t)+L2u(x, t) accounts for the damping mechanisms of this model.
External damping mechanisms usually determine the nature of coefficient L1 while the
internal damping mechanisms often determine the coefficient L2. In this thesis, we mainly
focused on three types of dampings, namely, viscous damping, internal damping as Kelvin-
Voigt damping, and structural damping in thermoelastic plate model (see, [6, 53, 83]).

Next, we briefly discuss the three damping mechanisms used in our study. Vibration
analysis most frequently uses viscous damping as a damping method. When mechanical
systems vibrate in a fluid medium like air, gas, water, or oil, the fluid’s resistance to the
moving body results in energy loss. The vibrating body’s size and shape, the fluid’s vis-
cosity, the vibration frequency, and the velocity of the vibrating body are just a few of the
variables that affect how much energy is lost in this situation. In viscous air damping, it is
assumed that the damping force is proportional to the velocity of the vibrating body (see,
[6, 78]), and hence L1 = µI0, where µ > 0 is the viscous damping constant of proportion-
ality. The term Kelvin-Voigt damping refers to the damping of the form L2 = cd I

∂5

∂x4∂t
,

where I is the moment of inertia, and cd is the strain-rate damping coefficient. This type
of damping represents the energy dissipation due to internal friction in the beam. It is also
commonly employed in finite element modeling and compatible with theoretical modal
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analysis. Due to its strain-rate dependence, unlike viscous external damping, this type of
damping impacts the free-end boundary conditions (see, [6]). Structural damping is a con-
sequence of mechanical-energy dissipation due to rubbing friction resulting from a relative
motion between components and intermittent contact at the joints in a mechanical structure.
A large portion of mechanical-energy dissipation in tall buildings, bridges, and many other
civil engineering structures occurs through the structural-damping mechanism (see, [83]).
From a mathematical point of view, structural damping is given by −w ∂3

∂x2∂t
has half of the

order of the Kelvin-Voigt damping term, which has the same order as the leading elastic
term. Further, structural damping describes a scenario where higher-order frequencies are
more strongly damped than lower frequencies (see, [25]).

1.3 Methods for solving inverse problems

As in the case of the solvability of direct problems for Partial Differential Equations (PDEs),
several methods (see, [7, 11, 24, 30, 54, 62, 90, 94]) are also used in the literature for inverse
problems for PDEs. Since each method has its strengths and weaknesses, the choice of a
method depends on the nature of the problem at hand, the quality of the available data, and
the available computational resources. In this thesis, we mainly focused on two methods,
namely, SVD and Tikhonov regularization.

1.3.1 Singular value decomposition method

Singular Value Decomposition (SVD) is a robust method for solving linear inverse prob-
lems. It is possible to define the SVD for a large class of linear operators, which offers
a deeper knowledge of the operator’s underlying structure and can result in more precise
and reliable solutions to inverse problems. We briefly explain the method as follows (see,
[50, 58]): Let A : H 7→ H̃ be a linear compact operator from infinite-dimensional Hilbert
space H into H̃. If H̃ = H and A is a self-adjoint compact operator, that is for all u ∈ H

and v ∈ H, (Au, v) = (u,Av), then we may use the spectral representation

Au =
∞∑
n=1

λn(u, un)un, ∀u ∈ H,

where λn, n = 1, 2, 3, ..., are nonzero real eigenvalues and {un} ⊂ H is the complete set
of corresponding orthonormal eigenvector. Then the set consisting of all pairs of nonzero
eigenvalues and corresponding eigenvectors is defined as an eigensystem of the self-adjoint
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operator A.

If A is not self-adjoint, we introduce a singular system of the non-self-adjoint operator
A with adjoint A∗ : H̃ 7→ H. To describe this system we use the operators A∗A and AA∗,

where A∗A : H 7→ H and AA∗ : H̃ 7→ H̃ are compact self adjoint nonnegative operators.
Let {µn, un} denote the eigensystem of the operator A∗A. Then A∗Aun = µnun, for all
un ∈ H, which implies (A∗Aun, un) = µn(un, un). Hence ∥Aun∥2H̃ = µn∥un∥2H ≥ 0, that
is, all the nonzero eigenvalues are positive: µn > 0, n ∈ N, where N := {n ∈ N : µn ̸=
0}.

Definition 1.1. Let A : H 7→ H̃ be a linear compact operator with adjoint A∗ : H̃ 7→ H,

where H and H̃ are Hilbert spaces. The square root σn :=
√
µn of the eigenvalue µn > 0

of the self adjoint operator A∗A : H 7→ H is called the singular value of the operator A
and {σn, un, vn = Aun

∥Aun∥} is the corresponding singular system of the operator.

If A is self-adjoint, then the singular system is {|λn|, un, λnun|λn| }. Using this singular
system, we can discuss the solution to the operator equation Au = f. In general, for a
linear compact operator A, the equation Au = f has a solution if and only if f ∈ N(A∗)⊥

and
∑∞

n=1
1
σ2
n
|(f, vn)|2 <∞, where N(A∗) is the null space of A∗. In this case

u := A†f =
∞∑
n=1

1

σn
(f, vn)un

is the solution of the equation Au = f , where A† is the generalized inverse of A (see, chap-
ter 2, [50]). One can refer to [7, 16] for the spectral methods of solving inverse problems
of beam equation.

1.3.2 Tikhonov regularization method

Tikhonov regularization is a powerful method for solving inverse problems with noisy and
incomplete data. The regularization strategy works by adding a penalty term to the objec-
tive function, which controls the complexity of the solution, and the impact of noise and
errors in the observed data is minimized by this penalty component.

Consider the linear injective bounded operator A : H 7→ H̃, where H and H̃ are
infinite-dimensional Hilbert spaces and

Au = f, u ∈ H, f ∈ R(A). (1.1)

Since the data f ∈ R(A) always contain random noise, the operator equation (1.1) is ill
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possed because the solution u ∈ H does not depend continuously on the data. Let f δ1 ∈ H̃

be the noisy data and assume that ∥f δ1 − f∥H̃ ≤ δ1, f ∈ R(A), f δ1 ∈ H̃, δ1 > 0. Then
the exact equality in the equation Au = f δ1 may not be satisfied due to the noisy data f δ1 .
We consider the minimization problem defined as follows:

J (u) = inf
v∈H

J (v), (1.2)

where J (u) is the Tikhonov functional

J (u) =
1

2
∥Au− f δ1∥2

H̃
, u ∈ H, f δ1 ∈ H̃. (1.3)

A solution u ∈ H of the minimization problem (1.2)-(1.3) is called as quasisolution or
least square solution of (1.1). Since A is compact, J (u) doesn’t depend continuously on
the data f δ1 ∈ R(A).

In order to stabilize the functional (1.3), we add a penalty term α∥u∥2H , and consider
the minimization problem for the regularized Tikhonov functional

Jα(u) :=
1

2
∥Au− f δ1∥2

H̃
+
α

2
∥u∥2H , u ∈ H, f δ1 ∈ H̃,

where α > 0 is the parameter of regularization. This procedure is the so-called Tikhonov

regularization method (see, [90]), and under the conditions of the operator A described
above, the regularized Tikhonov functional Jα has a unique minimum uδ1α ∈ H , for all
α > 0. The minimum is the solution to the linear equation

(A∗A+ αI)uδ1α = A∗f δ1 , uδ1α ∈ H, f δ1 ∈ H̃, α > 0

and has the form
uδ1α = (A∗A+ αI)−1A∗f δ1 . (1.4)

Moreover, the operator A∗A+ αI is boundedly invertible. Hence the solution uδ1α continu-
ously depends on f δ1 (see, [29, 50]).

It is worth noting that the presented formula (1.4) for the minimum of the regularized
Tikhonov functional is valid for the case when the regularization term is taken in L2 norm.
Further, the uniqueness of the minimum generally depends on the underlying direct prob-
lem, the nature of the inverse problem, and the measured data.
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1.4 Motivation and objectives

The classical beam and plate equations are fundamental for modeling of deformation of thin
and flexible structures. Besides, recent advances in nanotechnology include nanobeams
and nanoplates, which have found applications in new medical diagnostics and nanoscale
measurement systems, such as Atomic Force Microscopy (AFM) and Transverse Dynamic
Force Microscopy (TDFM) (see, [3, 17]). Since beams and plates are crucial models, de-
signing various mechanical structures in engineering and reducing damages in these struc-
tures necessitate the study of the mechanical properties of beam and plate. Hence, the
direct and inverse problems for the Euler-Bernoulli beam and plate equations have been
extensively studied over the decades, and they continue to be an active area of research in
science and engineering (see, [2, 6, 31, 33, 43, 52, 60, 68, 70, 88, 82]).

One of the reasons motivating our study is the non-uniqueness of the final time data
inverse source problem for the undamped wave equation. It is shown in [50] that for unique

determination of the unknown source F (x) in the undamped wave equation
utt = uxx + F (x), (x, t) ∈ (0, ℓ)× (0, T ),

u(x, 0) = ut(x, 0) = 0, x ∈ (0, ℓ),

u(0, t) = u(ℓ, t) = 0, t ∈ [0, T ],

(1.5)

from the final time data uT (x) := u(x, T ), x ∈ (0, ℓ), the final time must satisfy the
following condition

T ̸= 2m

n
, for all m,n = 1, 2, 3, ... . (1.6)

Otherwise, that is, when T = 2m/n, an infinite number of singular values κn defined as
(see formula (3.2.12) in [50])

κn =
1

λn

[
1− cos

(√
λn T

)]
, for all n = 1, 2, 3, ... , λn = n2π2

in the singular value decomposition

F (x) =
∞∑
n=1

1

κn
uT,nψn(x), x ∈ (0, ℓ)

vanish, where {λn, ψn(x)}∞n=1 is the eigensystem of the operator −u′′(x) subject to the
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boundary conditions given in (1.5). As a consequence, the Picard criterion

∞∑
n=1

u2T,n
κ2n

<∞

is not satisfied since this condition implicitly assumes the requirement κn ̸= 0, for all n =

1, 2, 3, ... . Therefore, if κm = 0 for some m = 1, 2, 3, ... , then the mth Fourier coefficient
Fm := (F, ψm)L2(0,ℓ) of the unknown function F (x) can not be determined uniquely.

From condition (1.6), it follows that the final time T > 0 can not be a rational num-
ber. In practice, fulfilling this necessary condition for the unique determination of F (x)
is impossible. For this reason, the above final data inverse problems for the undamped
wave equation were defined as infeasible in [50]. The same conclusion for the inverse
problem (1.5) with the final state over-determination uT (x) replaced by the final velocity
over-determination νT (x) := ut(x, T ) holds true. Furthermore, a similar scenario occurs
for the inverse problem of identifying the unknown source in an undamped beam equation
from final time data.

The damping terms added to the basic governing equations of beam or plate models not
only lead to the loss of energy to the system but also provides a certain smoothness effect for
the direct problems of the model (see, [86]). This smoothing effect, in turn, further helps us
to analyze the uniqueness and stability of solutions to the inverse source problems associ-
ated with the damped vibration models. In fact, the damping terms play a similar role to the
regularization parameters used in the classical Tikhonov functional ([90]) to get a unique
solution for some linear inverse problems by the quasi-solution method. The importance
of damping phenomena in direct and inverse problems leads us to contemplate the effect
of different types of dampings, like viscous damping, Kelvin-Voigt damping, and struc-
tural damping in vibration models. By considering this motivating factor, we investigate
a unique reconstruction of spatial load in the Euler-Bernoulli beam and the stability of re-
constructing the spatial load in the Kirchoff-Love plate equation in the presence of viscous
damping. Moreover, we also investigate the role of internal damping (κ(x)uxxt)xx (Kelvin-
Voigt damping) in the inverse problem of determining the unknown transverse shear force
in the Euler-Bernoulli beam. This inverse boundary value problem of determining the
shear force acting at the inaccessible tip of the microcantilever in TDFM is important for
understanding the specimen images and mechanical properties at a submolecular precision
([75]).

It is known that the temperature gradients in a plate will contribute to plate deforma-
tion and can cause changes in stiffness and vibration frequencies, and even buckling. We
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study the thermoelastic plate, a coupled system consisting of heat, and the Kirchoff-Love
plate equations ([65]). As this advanced physical and engineering science model is relevant
in many real-life applications, the thermoelastic behavior of structures made of advanced
composite material needs to be thoroughly investigated. The coupled effect between defor-
mation and temperature has been a critical factor in thermal shock problems as well (see,
[14, 76, 92]). Further, in this model, damping is an essential consideration in the design
of plates as it helps to improve the structural integrity and performance and can help pre-
vent damage or failure due to excessive vibrations. The influence of different damping
mechanisms in thermoelastic plate equation in the analysis of qualitative properties of the
solution has been extensively studied, see for example, the plate equation with frictional
damping ut, structural damping −∆ut, Kelvin-Voigt type damping or viscoelastic damp-
ing ∆2ut (see, [18] and references therein). All these factors inspire us to finally study the
inverse problem of simultaneously reconstructing the spatial load and heat source in the
thermoelastic system with structural damping.

1.5 Contributions of the thesis

This section mainly focuses on the previous studies on the inverse problems of Euler-
Bernoulli beam and plate equations and our contributions to these models.

1.5.1 Inverse problems in Euler-Bernoulli beam

The inverse problems of the Euler-Bernoulli beam have been well-studied over the decades.
Let us recall some of the literature, starting, for instance, from ([33]), where the author
determines the cross-section and moment of inertia from spectral data. The uniqueness
study of determining flexural rigidity of the classical steady-state Euler-Bernoulli beam
equation was discussed in ([67]). The paper ([16]) studied the identification of spatial
density ρ(x) and inertia r(x) from the boundary data. For the simplest Euler-Bernoulli
beam equation: m(x)utt+ (EI(x)uxx)xx = f(x, t) with (x, t) ∈ (0, l)× (0, T ), the author
determined the unknown spatial load from the measured output data u(x, T ) or ut(x, T ) by
using the least square and adjoint problem approach in [43]. The same theory was applied
in the paper [45], to identify the unknown spatial and temporal load from the measured
slope ux(0, t), and also developed the numerical algorithm to reconstruct the unknown
sources. In the paper [48], two inverse source problems of identifying asynchronously
distributed spatial loads governed by the Euler-Bernoulli beam equation ρ(x)utt+µ(x)ut+
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(k(x)uxx)xx − Truxx =
∑M

m=1 hm(t)fm(x) with hinged-clamped ends were investigated.
The first inverse problem is to find (f1, f2, ..., fm) from the measured deflection and second
is to find (f1, f2, ..., fm) from measured slope. For further results on the inverse source
problems of the Euler-Bernoulli beam and plate equations, one may refer to [37], [60],
[74]. Apart from the solvability of inverse problems on the Euler-Bernoulli beam, for the
solvability of the direct problem with different boundary and initial conditions, one can
refer to (see, [9], [64]).

Next, let us review some recent papers on the Euler-Bernoulli equation with inter-
nal/external damping mechanism. In the paper [47], the authors determine the unknown
transverse shear force by using measured boundary deflection u(ℓ, t), and in the article [46],
they consider the same inverse problem based on measured bending moment −r(0)uxx(0, t).
In addition to this literature, there are some classic papers on the inverse problem of the
Euler-Bernoulli beam equation with the Kelvin-Voigt damping or viscous damping. In [36]
and [5], the parameter identification of the Euler-Bernoulli beam equation with structural
or viscous damping was investigated, and the numerical approximations of those quantities
were studied. The paper [55] determined the stiffness EI(x), damping coefficient DI(x),
and initial data of the Euler-Bernoulli beam equation utt + (EI(x)uxx +DI(x)uxxt)xx =

f(x, t), t > 0 using the spectral data of the model problem.

However, the above studies dealt with something other than the investigation of the
role of various damping mechanisms in the inverse problems of the Euler-Bernoulli beam.
Our first work focused on analyzing the viscous damping in the unique determination of
unknown spatial load in a damped, simply supported, non-homogeneous Euler-Bernoulli
beam from the measured final time displacement or velocity. We considered two cases,
namely, pure spatial load and exponentially decaying temporal load, and derived the singu-
lar value expansion for the unknown spatial load explicitly for both temporal loads under
some feasible conditions on damping coefficient and final time T. Furthermore, this study
provides a method to determine the permissible and optimal final time interval for measur-
ing the final time output.

Then, we study the inverse problems of determining the unknown transverse shear force
in a system governed by the damped Euler-Bernoulli beam with more general physical
coefficients and Kelvin-Voigt damping from the measured deflection at the right end of the
beam and the measured bending moment at the left end of the beam. The main purpose
of this work is to analyze the Kelvin-Voigt damping effect on determining the unknown
transverse shear force (boundary input) through the given boundary measurements. The
considered inverse problems are transformed into minimization problems for Tikhonov
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functionals, showing that the regularized functionals admit a unique solution for the inverse
problems. By suitable regularity on the admissible class of shear force, we prove that these
functionals are Fréchet differentiable. The derivatives are expressed through the solutions
of corresponding adjoint problems posed with measured data as boundary data associated
with the direct problem. The solvability of these adjoint problems is obtained under the
minimum regularity of the boundary data, which turns out to be the regularizing effect of
the Kelvin-Voigt damping in the direct problem. Furthermore, using the Fréchet derivative
of the more regularized Tikhonov functionals, we obtain remarkable Lipschitz stability
estimates for the transverse shear force in terms of the given measurement by a feasible
condition only on the Kelvin-Voigt damping coefficient.

1.5.2 Inverse problems in Kirchhoff-Love plate

As explained in the previous section, coefficient or source identification problems for the
Euler-Bernoulli beam equation have been fairly done to a great extent, whereas for the
Kirchhoff-Love plate equation, a very limited number of studies have only been done so
far. The determination of Young’s modulus E and Poisson ratio ν of the classical plate
equation from the Dirichlet to Neumann map was studied in ([52]). The dynamic plate
equation in simple form utt + a2∆2u = g has been considered with Dirichlet and normal
boundary conditions u = 0 and ∂2u

∂n2 = 0 respectively in ([39]). The unique determination
of source function f(x), over the separable force g(x, t) = f(x)R(t) from either interior
measurement or boundary measurements was discussed using the fundamental solution
method combined with the Tikhonov regularization technique. The paper ([71]) consid-
ered the determination of the bending stiffness D(x, y) in the steady-state Kirchhoff-Love
equation ∆(D∆u) = q in a unit square, where q(x, y) is the distributed transverse load
applied to the plate, using the technique called the method of variational embedding, where
the original problem is transferred into a minimization problem. A numerical algorithm for
solving this problem was also developed in this paper. In the paper [2], the problem of de-
termining unknown source in plate equation with boundary conditions u = 0 and ∆u = 0

was considered to study the general framework of allowing to use the exact observability
of infinite dimensional systems to solve a class of inverse source problems.

Unlike the works mentioned above, we discuss the unique determination of an un-
known spatial load in the non-homogeneous isotropic simply supported rectangular Kirch-
hoff plate equation with viscous damping from final time measured deflection. Under some
acceptable conditions on the coefficients, we proved the well-posedness of the direct prob-
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lem. The inverse problem is posed as a minimization problem of the regularized Tikhonov
functional. Since this inverse problem is linear, by using the classical calculus of variations
methods, we have obtained the existence of a unique minimizer to the regularized func-
tional, which indeed gives the solution to the inverse problem. The Lipschitz continuity of
the Fréchet gradient of the Tikhonov functional is obtained in terms of direct and adjoint
problems. The Lipschitz constant is useful for deriving a gradient-type algorithm for the
inverse problem. We have obtained an upper limit for the final time and a lower bound for
the damping coefficient, which leads to the stability estimates for the source term in terms
of measured data.

We also studied the inverse source problem by the SVD method, and the series repre-
sentation of a unique minimum of regularized Tikhonov functional is established. Using
the representation formula for the regularized solution, we observed that the solution ob-
tained by these two widely used methods, Tikhonov regularization and SVD, are equiva-
lent. Finally, with the help of singular values of the input-output operator and regularity
assumption on the temporal load, we derived stability estimates for the regularized and
SVD solutions of the inverse problem. These results clearly express that a very small value
of the regularization parameter magnifies the error between the measured outputs.

1.5.3 Inverse source problem in thermoelastic plate

In the previous sections, we discussed the literature on inverse source and inverse boundary
value problems on the Euler-Bernoulli beam and plate equations. Next, we briefly discuss
the literature on inverse problems of classical thermoelastic systems. The identification of
two coefficients in a coupled system of the hyperbolic equation for displacement, and the
heat equation for temperature from measured displacement in a subdomain along a suffi-
ciently large time interval was discussed in [100]. By the Carleman estimate method, the
authors discussed the Lipschitz stability estimate for the solution to the inverse problem.
The inverse source problem of a generalized thermoelastic system was analyzed by the
method of Carleman estimates in [13]. In [99], the authors studied the determination of
spatially varying unknown source term in a thermoelastic system with memory from mea-
sured displacement in a subdomain along a sufficiently large time interval. They provide
the Hölder stability estimate by the method of the Carlemen estimate. The inverse prob-
lem of space-dependent vector source in a thermoelastic system from measured final time
deflection was studied in [96]. They proved the uniqueness of the solution to the direct
problem by variational approach and provided a numerical reconstruction of the solution

12



to the inverse problem.

However, to our knowledge, the inverse problem of simultaneously identifying the me-
chanical load and heat source in structurally damped thermoelastic plate equations describ-
ing a homogeneous and elastically as well as thermally isotropic plate from the vertical
displacement measured at the final time has not been studied. By Galerkin’s approximation
method, we establish the well-posedness of the thermoelastic plate equation and the cor-
responding adjoint problem. Unlike the single plate equation, the coupled effect between
the plate and heat equations demands specific methods for the solvability of this system in
both forward and backward in time. The inverse problem is transformed into a minimiza-
tion problem for Tikhonov functional using the Tikhonov regularization method. We prove
the regularized Tikhonov functional admits a unique solution for the inverse problem. We
prove that this functional is Fréchet differentiable, and the gradient is written in terms of
the adjoint problem associated with the thermoelastic plate equation. We establish an upper
bound for the final time to derive the stability estimate for the source terms by invoking a
first-order necessary optimality condition of the minimization problem. This stability re-
sult also gives the uniqueness of the solution to the inverse problem. These findings in
this paper help to analyze the effect of thermal and mechanical load that results in material
deflection, which is vital from the perspective of physical applications.

1.6 Preliminaries

This section briefly lists standard function spaces, inequalities, and embedding theorems
used throughout the thesis. For more details, we refer to [27].

1.6.1 Function spaces

Let Ω ⊂ Rn be an open set and C∞
c (Ω) denote the space of infinitely differentiable func-

tions with compact support in Ω.

Definition 1.2. Let u, v ∈ L1
loc(Ω), and r is a multiindex. We say that v is the weak

derivative of u denoted by v = Dru, if∫
Ω

uDrφdx = (−1)|r|
∫
Ω

vφdx, for all test functions φ ∈ C∞
c (Ω).

Fix 1 ≤ p ≤ ∞, and let m be a non-negative integer. We define certain function spaces
on the domain Ω ⊂ Rn as follows.
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Definition 1.3. The function space which consists of all locally summable functions u :

Ω 7→ R such that for each multiindex r with |r| ≤ m, Dru exists in the weak sense and
belongs to Lp(Ω) is called the Sobolev space and it is denoted by Wm,p(Ω). If p = 2, we
denote Hm(Ω) = Wm,2(Ω), m = 0, 1, 2, ....

Definition 1.4. For any u ∈ Wm,p(Ω), norm of u is defined as follows:

∥u∥Wm,p(Ω) =

∑
|r|≤m

∫
Ω

|Dru|pdx

1/p

, 1 ≤ p <∞, (1.7)

∥u∥Wm,∞(Ω) =
∑
|r|≤m

ess supΩ|Dru|, p = ∞. (1.8)

Definition 1.5. The set of all real valued locally summable functions u ∈ H1(Ω) with zero
trace on the boundary Γ is denoted by H1

0 (Ω). The dual space of H1
0 (Ω) is denoted by

H−1(Ω) with norm

∥u∥H−1(Ω) = sup{< u, v >: v ∈ H1
0 (Ω), ∥v∥H1

0 (Ω) ≤ 1}.

The time dependent function space L2(0, T ; Hm(Ω)) consists of all measurable func-
tions u : [0, T ] 7→ Hm(Ω) such that

∥u∥L2(0,T ;Hm(Ω)) =

(∫ T

0

∥u(t)∥2Hm(Ω)dt

) 1
2

<∞,

and C([0, T ]; Hm(Ω)) consists of all continuous functions u : [0, T ] 7→ Hm(Ω) such that

∥u∥C([0,T ];Hm(Ω)) = max
t∈[0,T ]

∥u(t)∥Hm(Ω) <∞.

Next, we introduce some notations involving function spaces used in the subsequent chap-
ters. For any l > 0, we introduce the function spaces

V(0, ℓ) = {v ∈ H2(0, ℓ) : v(0) = v(ℓ) = 0}, (1.9)

V2
1 (0, ℓ) = {v ∈ H2(0, ℓ) : v(0) = vx(0) = 0}, (1.10)

with standard Sobolev space norm

∥v∥V2
1 (0,ℓ)

:=
(∫ ℓ

0

(
v2 + v2x + v2xx

)
dx
) 1

2
,
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while V2
1 (0, ℓ)

′ denotes the dual space of V2
1 (0, ℓ). The space V(0, ℓ) will also be endowed

with the same norm.

Suppose Ω ⊂ R2 is a bounded domain with smooth boundary Γ. The function space
V2
1 (Ω) is given by

V2
1 (Ω) = {v ∈ H2(Ω) : v(x) = 0,

∂v(x)

∂n
= 0, x ∈ Γ}, (1.11)

with the standard Sobolev norm (1.7) corresponding to H2(Ω), and V2
1 (Ω)

′ is the dual
space. If we consider the domain Ω as a rectangular domain in R2, specifically,

Ω := {x = (x1, x2) ∈ R2 : x1 ∈ (0, ℓ1), x2 ∈ (0, ℓ2)}, ℓ1, ℓ2 > 0,

Γ := Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4,

Γ1 := {(x1, 0) : x1 ∈ (0, ℓ1)}, Γ2 := {(ℓ1, x2) : x2 ∈ (0, ℓ2)},

Γ3 := {(x1, ℓ2) : x1 ∈ (0, ℓ1)}, Γ4 := {(0, x2) : x2 ∈ (0, ℓ2)},

(1.12)

then the function space V2(Ω) is introduced by

V2(Ω) = {v ∈ H2(Ω) : v(x) = 0, x ∈ Γ}, (1.13)

with norm defined through (1.7) and the dual space is V2(Ω)′.

Remark 1.1. We use the following convention for the space and time dependent fuction
u(x, t). Assume that t ∈ [0, T ] and for every t, the function u(., t) belongs to a Hilbert
space V2(Ω), that is u : [0, T ] 7→ V2(Ω). By this convention, we will write u(t) instead of
u(x, t).

1.6.2 Basic inequalities

Following is a list of fundamental inequalities (see, [27], Appendix B), continually em-
ployed throughout the work.
Cauchy’s inequality: For a, b ∈ R,

ab ≤ a2

2
+
b2

2
. (1.14)

Cauchy’s inequality with ε: For any a, b > 0 and ε > 0, we have

ab ≤ εa2 +
b2

4ε
. (1.15)
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Hölder’s inequality: Suppose 1 ≤ p, q ≤ ∞, 1
p
+ 1

q
= 1. Then for u ∈ Lp(Ω) and

v ∈ Lq(Ω), we get ∫
Ω

|uv|dx ≤ ∥u∥Lp(Ω)∥v∥Lq(Ω).

Cauchy-Schwarz inequality: For x, y ∈ Rn, we have

|x · y| ≤ |x||y|.

Gronwall’s inequality: Let ξ, G be continuous functions on [0, T ], with G nondecreasing
and C1 > 0. If ξ(t) ≤ G(t) + C1

∫ t
0
ξ(s)ds, for all t ∈ [0, T ], then

ξ(t) ≤ G(t) exp(C1t), for all t ∈ [0, T ].

In particular, if ξ(t) ≤ C1

∫ t
0
ξ(s)ds, for all t ∈ [0, T ], then ξ(t) = 0. (see, [87], section

10.3.2 ).

1.6.3 Embedding theorems

In this subsection, we list the important embedding theorems used in the thesis.

Definition 1.6. Let X and Y be Banach spaces, X ⊂ Y. The space X is said to be com-
pactly embedded in Y, that is, X ⊂⊂ Y, if

1. ∥f∥Y ≤ C∥f∥X , (f ∈ X), for some constant C, and

2. each bounded sequence in X is precompact in Y , (see, [27], section 5.7 ).

Theorem 1.1. (Rellich-Kondrachov Compactness Theorem) Let Ω ⊂ Rn be a bounded

open subset with C1 boundary Γ. Suppose 1 ≤ p < n, then

W 1,p(Ω) ⊂⊂ Lq(Ω),

for each 1 ≤ q < p∗, p∗ := np
n−p , ( see, [27], section 5.7, Theorem 1 ).

Theorem 1.2. (Poincaré’s inequality) Let Ω be a bounded Lipschitz domain. Then for any

u ∈ H1
0 (Ω), there exists a Poincaré constant Cp such that

∥u∥L2(Ω) ≤ Cp∥∇u∥L2(Ω).
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(see, [87], section 7.10.2).

For any v ∈ V2
1 (0, ℓ), we obtain the Poincaré inequalities, ∥v∥L2(0,ℓ) ≤ 2ℓ∥vx∥L2(0,ℓ)

≤ 4ℓ2∥vxx∥L2(0,ℓ). Thus, we have

∥v∥V2
1 (0,ℓ)

≤
√
C∗∥vxx∥L2(0,ℓ), C

∗ = 4ℓ2(1 + 4ℓ2) + 1. (1.16)

It is clear that the norm ∥v∥V2
1 (0,ℓ)

is equivalent to ∥vxx∥L2(0,ℓ).

Applying classical regularity results for elliptic PDE given by ∆v = ∆u in Ω, v =

0 on ∂Ω (see, [35], Corollary 8.7 and Theorem 8.12), we get that the norms ∥u∥V2(Ω) and
∥∆u∥L2(Ω) are equivalent in V2(Ω). This implies that

∥u∥V2(Ω) ≤
√
C ′∥∆u∥L2(Ω), (1.17)

where C ′ is a positive constant (see, also [38], Theorem 1). This result also holds for the
norm defined in the space V2

1 (Ω).

Theorem 1.3. Let I = (a, b) ⊂ R, then the elements of H1(a, b) are continuous in [a, b].

Furthermore,

∥v∥L∞(a,b) ≤ C∗
1∥v∥H1(a,b),

where C∗
1 =

√
2max{(b− a)−

1
2 , (b− a)

1
2}, (see, [87], Section 7.10.4).

Theorem 1.4. Let I = (a, b) ⊂ R be an open interval. For every integer j, 1 ≤ j ≤ m−1,

and for every ϵ > 0, there exists a constant C(ϵ, |I|) such that (see, [15], page 217)

∥Dju∥Lp(I) ≤ ϵ∥Dmu∥Lp(I) + C∥u∥Lp(I), for all u ∈ Wm,p(I).

Theorem 1.5. (Ehrling’s lemma) Suppose X, Y and Z be Banach spaces, and X is com-

pactly embedded in Y, Y is continuously embedded in Z, that is, X ⊂⊂ Y ⊂ Z. Then for

every ϵ > 0, there exists a constant C(ϵ) such that ( see, [80], Theorem 7.30)

∥f∥Y ≤ ϵ∥f∥X + C(ϵ)∥f∥Z , for every f ∈ X.

The following two theorems play a crucial role in the verification of the initial condi-
tions.

Theorem 1.6. Let u ∈ L2(0, T ;H1
0 (Ω)) with u′ ∈ L2(0, T ;H−1(Ω)), then u ∈ C([0, T ];L2(Ω)),

(see, [27], section 5.9, Theorem 3).
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Theorem 1.7. Assume that Ω is an open bounded domain with smooth boundary Γ. Let m

be a nonnegative integer. Suppose u ∈ L2(0, T ;Hm+2(Ω)) with u′ ∈ L2(0, T ;Hm(Ω)).

Then, we have (see, [27], section 5.9, Theorem 4)

u ∈ C([0, T ];Hm+1(Ω)).

Finally, we state theorems on the existence and uniqueness of solutions to abstract
minimization problems.

Theorem 1.8. (Generalized Weierstrass existence theorem) Suppose that the functional

J :M 7→ R satisfies the following properties:

1. M is a nonempty closed convex subset of the real Hilbert space X .

2. J is weakly sequentially lower semicontinuous.

3. If the set M is unbounded, then J is weakly coercive.

Then there exists a minimum u in M such that J (u) = minũ∈M J (ũ). Further, if J is

strictly convex, then the minimization problem has a unique solution, (see, [101], Theorem

2.D).

Theorem 1.9. Let V be a nonempty, closed, convex subset of the real reflexive Banach

space B. Assume that the functional J : V ⊂ B 7→ R is continuous and convex. Then, the

minimization problem

V∗ := {v ∈ V : J (v) = J∗ := inf
u∈V

J (u)} (1.18)

has a solution. Furthermore, if the Gǎteaux derivative J ′(v) exists for all v ∈ V , then the

minimization problem (1.18) is equivalent to the following variational inequality:

⟨J ′(v∗), v − v∗⟩ ≥ 0, for all v ∈ V. (1.19)

(see, [101], Theorem 2.E or [97]).
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Chapter 2

Determination of a spatial load in the Euler-
Bernoulli beam with viscous damping

2.1 Introduction

This chapter studies the Inverse Source Problem (ISP) for the Euler-Bernoulli beam with
viscous external damping. More precisely, consider the problem of determining the spatial
load F (x) in the simply supported damped Euler-Bernoulli beam

utt + µut + (r(x)uxx)xx = F (x)G(t), (x, t) ∈ ΩT ,

u(x, 0) = ut(x, 0) = 0, x ∈ (0, ℓ),

u(0, t) = uxx(0, t) = 0, u(ℓ, t) = uxx(ℓ, t) = 0, t ∈ [0, T ],

(2.1)

from the final time measured displacement

uT (x) := u(x, T ), x ∈ (0, ℓ), (2.2)

or the final time measured velocity νT (x) := ut(x, T ), x ∈ (0, ℓ),

Figure 2.1: Geometry of ISP
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where ΩT = {(x, t) ∈ R2 : 0 < x < ℓ, 0 < t < T}. The coefficients µ > 0 and r(x) > 0

denote the viscous damping coefficient and spatially varying flexural stiffness of the beam,
respectively. The source functions F (x) ̸≡ 0 corresponds to spatial load, and G(t) > 0

denotes the temporal load. The main focus of this chapter is the term µut and its role in the
uniqueness of solutions to the inverse problem.

In the subsections, 1.4 and 1.5, we discussed the motivation behind this study and previ-
ous studies on the inverse problems of the Euler-Bernoulli beam equation, respectively, but
none of these studies explore the importance of damping mechanism in the unique deter-
mination of unknown source term. However, recently, in [95], a set of sufficient conditions
on the temporal load G(t) and coefficients are established for the unique determination of
spatial load F (x) in the source term of the form F (x)G(t) in a damped Kirchhoff-Love
plate equation from final time measurements using a variational approach. For the study of
the uniqueness of the inverse source problem for the damped Euler-Bernoulli beam equa-
tion, we are invoking the spectral method rather than the variational approach. Using the
eigensystem of the Euler-Bernoulli operator, we computed the singular system of the input-
output operator Φ. When the temporal load G(t), the damping coefficient µ and the final
time T guarantee the strict positivity of the singular values, the unknown spatial load is
uniquely expressed as an infinite series in terms of the eigensystem of Φ and the Fourier
coefficients of the measured data uT (x) (see, Theorem 2.4). This result is a unique feature
of the spectral method, which is unavailable in [95].

Since the main motive of this work is to explore the importance of the damping pa-
rameter in the unique recovery of spatial load, we considered two specific temporal loads
G(t) = 1 and G(t) = exp(−ηt), η > 0 and determined the sufficient conditions relating
µ, T, and η by which we have shown that the singular values of Φ are strictly positive.
These conditions are obtained for the physically relevant values of the damping param-
eter µ, namely, underdamping case µ < 2

√
λ1 and critically damped case µ = 2

√
λn∗ ,

where {λn} is the eigenvalues of the Euler-Bernoulli operator. Consequently, we found the
singular value expansion for the unknown spatial load F (x) explicitly for both temporal
loads (see, Propositions 2.1, 2.2). Another added advantage of the spectral method is that
the spectral series representation of F (x) can be utilized to develop the Truncated Singu-
lar Value Decomposition (TSVD) algorithm for the numerical reconstruction of the spatial
load. The study of this method has been done for the heat and wave equations in [50],
where it is explored that the numerical study of these problems using the Conjugate Gra-
dient Algorithm (CGA) with TSVD initialization is more robust than implementing with
CGA alone.
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This chapter is organized as follows. In Section 2.2, the input-output operator corre-
sponding to the inverse source problem (2.1)-(2.2) is introduced, and existence of a quasi-
solution to the inverse problem is proved. The singular value decomposition (SVD) of the
input-output operator is derived in Section 2.3. Sufficient conditions for the uniqueness of
specific applied problems are discussed in Section 2.4.

2.2 Existence of a quasi-solution to the inverse problem

Assume that the inputs in (2.1) satisfy the following conditions:{
0 < µ < µ∗, 0 < r0 ≤ r(x) ≤ r1, x ∈ (0, ℓ),

F ∈ L2(0, ℓ), F (x) ̸≡ 0, G ∈ L2(0, T ), G(t) > 0.
(2.3)

Theorem 2.1. Let conditions (2.3) hold. Then there exists a unique weak solution u ∈
L2(0, T ;V(0, ℓ)) with ut ∈ L2(0, T ;L2(0, ℓ)) and utt ∈ L2(0, T ;V ′(0, ℓ)) of the direct

problem (2.1). Moreover, the following estimate holds:

∥u∥2L2(0,T ;V(0,ℓ)) + ∥ut∥2L2(0,T ;L2(0,ℓ)) + ∥utt∥2L2(0,T ;V ′(0,ℓ))

≤ C2∥F∥2L2(0,ℓ)∥G∥2L2(0,T ), (2.4)

where V(0, ℓ) is defined by (1.9) and the constant C > 0 depends on the constants intro-

duced in (2.3), also on ℓ, T > 0.

Proof. The proof follows from the similar arguments to those given in [9]. Although the
results in [9] are proved for Dirichlet type boundary conditions (clamped beam), the same
analysis applies to the current set of boundary conditions.

Introduce the set of admissible sources

F = {F ∈ L2(0, ℓ) : ∥F∥L2(0,ℓ) ≤ γ, γ > 0}

and denote by u(x, t;F ) the weak solution of the direct problem (2.1) corresponding to
given F ∈ F . Let us define input-output operator:

Φ : F ⊂ L2(0, ℓ) 7→ L2(0, ℓ), (ΦF )(x) := u(x, T ;F ). (2.5)

We reformulate the inverse problem (2.1)-(2.2) in terms of the operator equation:

ΦF = uT , F ∈ F , uT ∈ L2(0, ℓ). (2.6)
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The equality in (2.6) holds only for a noiseless measured output uT . However, in practice
the measured output usually contains noise and as a consequence the exact equality in (2.6)
is not possible in practice. Hence one needs to introduce the Tikhonov functional

J (F ) :=
1

2
∥ΦF − uT∥2L2(0,ℓ), F ∈ F ,

and reformulate the inverse source problem (2.1)-(2.2) as a minimization problem for this
functional:

J (F ) = inf
F̃∈F

J (F̃ ). (2.7)

A solution of the minimization problem (2.7) is a quasi-solution of the inverse source prob-
lem (2.1) -(2.2).

Using the results given in [44] we can show that under conditions (2.3) the input-output
operator defined in (2.5) is a linear compact operator, which implies that the inverse prob-
lem (2.1) -(2.2) is ill-posed.

Theorem 2.2. Assume that conditions (2.3) hold. Then the minimization problem (2.7) has

a solution in the set of admissible inputs F .

Proof. Let F1, F2 ∈ F be the two admissible sources from F and u(x, t;F1), u(x, t;F2)

be the corresponding solutions of the direct problem (2.1). Then the function

δu(x, t) := δu(x, t; δF ), δu(x, t; δF ) = u(x, t;F1)− u(x, t;F2)

solves the direct problem (2.1) with F (x) replaced by δF (x) = F1(x)− F2(x).

Now, we employ the identity

|J (F1)− J (F2)|2 =
∣∣∣√J (F1) +

√
J (F2)

∣∣∣2 ∣∣∣√J (F1)−
√
J (F2)

∣∣∣2 ,
to deduce that∣∣∣√J (F1)−

√
J (F2)

∣∣∣2 =
1

2

∣∣∥Φ(F1)− uT∥L2(0,ℓ) − ∥Φ(F2)− uT∥L2(0,ℓ)

∣∣2
≤ 1

2
∥Φ(F1)− Φ(F2)∥2L2(0,ℓ).

Further, in view of the definition of the operator Φ and the trace inequality

∥u(·, T )∥2L2(0,ℓ) ≤ T∥ut∥2L2(0,T ;L2(0,ℓ)) (2.8)
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with u(x, t) replaced by δu(x, t) we conclude that

∥Φ(F1)− Φ(F2)∥2L2(0,ℓ)

= ∥u(·, T ;F1)− u(·, T ;F2)∥2L2(0,ℓ)

= ∥δu(·, T ; δF )∥2L2(0,ℓ) ≤ C2T ∥δF∥2L2(0,ℓ)∥G∥2L2(0,T ).

This implies that

|J (F1)− J (F2)|2 ≤
TC2

2
∥δF∥2L2(0,ℓ)∥G∥2L2(0,T )

∣∣∣√J (F1) +
√

J (F2)
∣∣∣2 . (2.9)

Applying the triangle inequality and using the estimate (2.8), we obtain∣∣∣√J (F1) +
√
J (F2)

∣∣∣2
≤ 2

(
∥ΦF1∥2L2(0,ℓ) + ∥ΦF2∥2L2(0,ℓ) + 2∥uT∥2L2(0,ℓ)

)
≤ 4(1 + TC2)

(
γ2F∥G∥2L2(0,T ) + ∥uT∥2L2(0,ℓ)

)
,

since ∥Fn∥L2(0,ℓ) ≤ γ for all Fn ∈ F . Substituting this in (2.9) we find that

|J (F1)− J (F2)| ≤ L∥F1 − F2∥L2(0,ℓ) ,

i.e. the functional J is Lipschitz continuous with the Lipschitz constant

L =
(
2TC2(1 + TC2)

(
γ2F∥G∥2L2(0,T ) + ∥uT∥2L2(0,ℓ)

))1/2
.

This implies that J is a lower semi-continuous functional and hence it is weakly lower-
semi continuous on nonempty closed convex set F .

Then, by the generalized Weierstrass theorem, (see, Theorem 1.8), we conclude that the
functional J (F ) has a minimizer F ∈ F .

Remark 2.1. By the linearity of the direct problem (2.1), we have

u(x, t; νF1 + (1− ν)F2) = νu(x, t;F1) + (1− ν)u(x, t;F2), ν ∈ (0, 1),

and hence, one can get that

J (νF1 + (1− ν)F2) ≤ νJ (F1) + (1− ν)J (F2),∀ F1, F2 ∈ F , ν ∈ (0, 1).
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It shows that the functional J (F ) is convex. Since the functional is not strictly convex, we
cannot guarantee the uniqueness of the inverse problem.

Corollary 2.1. Assume that conditions (2.3) hold. Then the regularized Tikhonov func-

tional

Jα(F ) =
1

2
∥ΦF − uT∥2L2(0,ℓ) +

1

2
α∥F∥2L2(0,ℓ), F ∈ F (2.10)

has a unique minimizer Fα ∈ F .

2.3 Singular value decomposition of the input-output
operator

Consider the eigenvalue problem (Lw)(x) = λw(x), x ∈ (0, ℓ),

w(0) = wxx(0) = w(ℓ) = wxx(ℓ) = 0,
(2.11)

associated with the Euler-Bernoulli operator (Lw)(x) := (r(x)w′′(x))′′ defined on

D(L) = {v ∈ V(0, ℓ) ∩H4(0, ℓ) : vxx(0) = vxx(ℓ) = 0},

that is, L : D(L) ⊂ L2(0, l) 7→ L2(0, l). Denote the symmetric bilinear form associated by
the Euler-Bernoulli operator by

B[w, v] :=

∫ ℓ

0

r(x)w′′(x)v′′(x)dx, w, v ∈ V(0, ℓ). (2.12)

Then the energy norm B[w,w]1/2 is equivalent to the norm ∥w∥V(0,ℓ), by condition (2.3).

In view of the results given in [34], Chapter 13, the Euler-Bernoulli operator is self-
adjoint and positive definite. Furthermore, there exist eigenfunctions {ψn}∞n=1, (Lψn)(x) = λnψn(x), x ∈ (0, ℓ),

ψn(0) = ψ′′
n(0) = ψn(ℓ) = ψ′′

n(ℓ) = 0,
(2.13)

corresponding to the eigenvalues {λn}∞n=1 , 0 < λ1 < λ2 ..., with the asymptotic property
O(n4) ([8]). In addition, the system {ψn}∞n=1, forms an orthonormal basis for L2(0, l).
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Using this basis, we can write the Fourier series expansion

w(x) =
∞∑
n=1

wnψn(x) , wn := (w,ψn)L2(0,ℓ) (2.14)

for the weak solution w ∈ V(0, ℓ) of the problem (2.11).

Remark 2.2. In the case when r(x) = 1 and ℓ = π in (2.13), one can prove that (see, for
instance [79])

λn = n4, n = 1, 2, ..., ψn(x) =
√

2/π sinnx, x ∈ (0, π).

Lemma 2.1. Assume that conditions (2.3) hold and the eigensystem {λn, ψn}∞n=1 is defined

as above. Then for any w ∈ V(0, ℓ), there exists an orthonormal basis {ψn/
√
λn }∞n=1 for

V(0, ℓ), and the series (2.14) converges in V(0, ℓ). Furthermore, the principal eigenvalue

λ1 > 0 of the Euler-Bernoulli operator can be defined through the norm of the bilinear

form B[w, v] as follows:

λ1 = min{B[v, v] : v ∈ V(0, ℓ), ∥v∥L2(0,ℓ) = 1}. (2.15)

Proof. Let w ∈ V(0, ℓ). Then we can write the Fourier series expansion (2.14) as {ψn}∞n=1

is an orthonormal basis for L2(0, l). Furthermore, from (2.12) and (2.13) it follows that

B[ψn, ψm] = λn(ψn, ψm)L2(0,ℓ) = λnδn,m, n,m = 1, 2, ..., (2.16)

where δn,m is the Kronecker symbol. This implies that {ψn/
√
λn }∞n=1 is an orthonormal

subset of V(0, ℓ) endowed with the new inner product (2.12), since

B

[
ψn√
λn

,
ψm√
λn

]
= δn,m, n,m = 1, 2, ...,

by (2.16). We prove that {ψn/
√
λn }∞n=1 is in fact an orthonormal basis of V(0, ℓ). To this

end, we need to show that B[ψn/
√
λn, w] = 0, for all n = 1, 2, 3, ... , implies w ≡ 0. But

this assertion is evidently holds since B[ψn/
√
λn, w] =

√
λn(ψn, w)L2(0,ℓ) by (2.16), and

the conditions

(ψn, w)L2(0,ℓ) = 0, for all n = 1, 2, 3, ...

imply w(x) ≡ 0, as {ψn}∞n=1 is a basis for L2(0, ℓ). Thus, {ψn/
√
λn }∞n=1 is an orthonormal
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basis of V(0, ℓ) and, as a consequence, the series

∞∑
n=1

ŵn
ψn√
λn

, ŵn := B

[
w,

ψn√
λn

]
,

converges in V(0, ℓ). Comparing this series with the series (2.14) we find that ŵn =
√
λnwn. This means that the series (2.14) in fact converges also in V(0, ℓ).

To prove the second part of the theorem, we employ the Fourier series

ẘ =
∞∑
n=1

ẘn ψn , ẘn = (ẘ, ψn)L2(0,ℓ)

of the element ẘ ∈ V(0, ℓ) with ∥ẘ∥L2(0,ℓ) = 1. Then, by Parseval’s equality,

∞∑
n=1

ẘ2
n = ∥ẘ∥2L2(0,ℓ) = 1.

In view of B[ẘ , ẘ] = λn∥ẘ∥2L2(0,ℓ) = λn we obtain that

B[ẘ , ẘ] =
∞∑
n=1

ẘ2
n λn ≥ λ1

∞∑
n=1

ẘ2
n = λ1 .

The above result leads to (2.15).

Theorem 2.3. Assume that conditions (2.3) hold. Then the input-output operator Φ intro-

duced in (2.5), and corresponding to the inverse problem (2.1)-(2.2) is self-adjoint. Fur-

thermore,

(Φψn)(x) = σnψn(x), (2.17)

that is, {σn, ψn}∞n=1 is the eigensystem of the input-output operator, where

σn =
1

ωn

∫ T

0

e−µ(T−t)/2 sin(ωn(T − t))G(t)dt,

ωn =
1

2

√
4λn − µ2, if µ < 2

√
λn, (2.18)

σn∗ =

∫ T

0

(T − t)e−µ(T−t)/2G(t)dt, if µ = 2
√
λn∗ , (2.19)
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σn =
1

2ω̂n

∫ T

0

e−µ(T−t)/2
[
eω̂n(T−t) − e−ω̂n(T−t)

]
G(t)dt,

ω̂n =
1

2

√
µ2 − 4λn, if µ > 2

√
λn (2.20)

while {λn, ψn}∞n=1 is the eigensystem of the Euler-Bernoulli operator.

Proof. We use the Fourier series expansion

u(x, t) =
∞∑
n=1

un(t)ψn(x), un(t) := (u(·, t), ψn)L2(0,ℓ) , (2.21)

for the weak solution of the initial boundary value problem (2.1) and then take the L2-inner
product between (2.1) and ψn(x). In view of (2.13) we arrive at the problem: (utt(t), ψn) + µ(ut(t), ψn) + λn(u(t), ψn) = (F, ψn)G(t),

(u(0), ψn) = (ut(0), ψn) = 0.

This implies that u′′n(t) + µu′n(t) + λnun(t) = FnG(t),

un(0) = u′n(0) = 0,
(2.22)

for each n = 1, 2, 3, ... . The characteristic equation associated with (2.22) is given by
β2
1,2 + µ β1,2 + λn = 0 and it’s root is β1,2 = (−µ ±

√
µ2 − 4λn )/2. There are three

possible cases depending on the sign of the discriminant µ2 − 4λn and determined by the
conditions µ < 2

√
λn, µ = 2

√
λn and µ > 2

√
λn. The solutions of the Cauchy problem

(2.22) corresponding to these cases are

un(t) =



Fn
ωn

∫ t

0

e−µ(t−τ)/2 sin(ωn(t− τ))G(τ)dτ, t ∈ [0, T ],

ωn = 1
2

√
4λn − µ2 if µ < 2

√
λn,

Fn

∫ t

0

(t− τ) e−µ(t−τ)/2G(τ)dτ, t ∈ [0, T ] if µ = 2
√
λn,

Fn
2ω̂n

∫ t

0

e−µ(t−τ)/2
[
eω̂n(t−τ) − e−ω̂n(t−τ)

]
G(τ)dτ,

ω̂n = 1
2

√
µ2 − 4λn if µ > 2

√
λn.

(2.23)

Substituting t = T in (2.21) and (2.23) we arrive at the (formal) Fourier series expansion
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of the input-output operator:

(ΦF )(x) =
∞∑
n=1

σnFnψn(x), (2.24)

where σn, n = 1, 2, 3, ... are defined by expressions (2.18) to (2.20). Evidently ψn are
eigenfunctions of the operator Φ corresponding to the eigenvalues σn, n = 1, 2, .... Indeed,

(Φψm)(x) =
∞∑
n=1

σn(ψm(x), ψn(x))ψn(x) = σmψm(x).

Furthermore,

(ΦF, F̃ )L2(0,l) :=

(
∞∑
n=1

σnFnψn(x),
∞∑
m=1

F̃mψm(x)

)

=
∞∑
n=1

σnFnF̃n = (F,ΦF̃ ) ∀ F, F̃ ∈ L2(0, l),

where F̃n := (F̃ , ψn)L2(0,l). Hence, the input-output operator is self-adjoint, that is Φ = Φ∗,

where Φ∗ : L2(0, l) 7→ L2(0, l) is the adjoint operator. This completes the proof.

Remark 2.3. The cases µ < 2
√
λn , µ = 2

√
λn and µ > 2

√
λn defined in (2.18) to (2.20),

correspond to underdamped, critically damped and overdamped vibrating systems, accord-
ing to the commonly accepted classification [79].

It should be emphasized that only one term σn∗ associated with the case µ = 2
√
λn∗

can appear in the expansion (2.24). If µ = 2
√
λn∗ and n∗ > 1, then the terms σn,

n = 1, 2, , .. n∗−1 associated with the case µ > 2
√
λn, appear in the expansion (2.24), due

to the fact that the sequence of eigenvalues {λn}∞n=1 increases monotonically as n → ∞.
Furthermore, the case µ ∈ (2

√
λm, 2

√
λm+1) means that the terms σ1, ..., σm in the expan-

sion (2.24) are defined by formula (2.20).

Next, we derive some important consequences of Theorem 2.3. Formula (2.24) implies
that

(Φ∗ΦF )(x) =
∞∑
n=1

σ2
nFnψn(x).

By definition, the square root of eigenvalues σ2
n of the self-adjoint operator Φ∗Φ are defined

as the singular values of the self-adjoint input-output operator Φ. Hence σn, n = 1, 2, 3, ...

defined by formula (2.17) are the singular values of the input-output operator Φ. Accord-
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ingly, the triple ⟨σn, ψn, ψn⟩ defines the singular system for the self-adjoint input-output
operator Φ.

Theorem 2.4. Let conditions (2.3) hold. Assume that the noise free final output introduced

in (2.2) satisfies the condition uT ∈ L2(0, ℓ). Suppose that the temporal load G(t) is such

that σn > 0 for all n = 1, 2, 3, ... .

Then for the unique minimum Fα ∈ F of the regularized Tikhonov functional Jα(F )
defined in (2.10) the following singular value decomposition holds:

Fα(x) =
∞∑
n=1

q(α;σn)

σn
uT,n ψn(x), x ∈ (0, ℓ), (2.25)

where

q(α;σ) =
σ2

σ2 + α
, α > 0

is the filter function, α > 0 is the parameter of the regularization, {σn, ψn(x)}∞n=1 is the

eigensystem of the input-output operator Φ and uT,n is the nth Fourier coefficient of the

output uT (x).

Proof. Proof of this theorem follows from the similar arguments to those given in Theorem
3.1.3 of [50].

Remark 2.4. The inverse problem with the final time velocity is analyzed in a similar way.
In this case one needs to replace the additional condition (2.2) by the condition νT (x) =

ut(x, T ), x ∈ (0, ℓ).

2.4 Sufficient conditions for pure spatial and exponentially
decaying loads

In this section, we derive sufficient conditions for the positivity of the singular values σn,
n = 1, 2, ... corresponding to the input-output operator (2.5) for the common dynamic
loading cases: the pure spatial loading, G(t) ≡ 1, and the exponentially decay loading
G(t) = e−ηt, where η > 0 is the decay rate of the applied temporal load. In applications,
the most widely used range of values of the damping parameter is µ ∈ (0, 1) ([81]). Hence,
we will examine the underdamped, µ < 2

√
λn , and, as a limit case, critically damped,

µ = 2
√
λn cases. Notice also that the condition µ < 2

√
λ1 implies µ < 2

√
λn for all

n = 2, 3, ..., , since λ1 > 0 is the minimal eigenvalue of the Euler-Bernoulli operator.
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2.4.1 Forced vibration under pure spatial load

Assuming G(t) ≡ 1 in (2.18)-(2.19) and calculating the integrals, we find the singular
values corresponding to underdamped and critically damped cases as follows:

σn =
1

λn

{
1−

[
cos(Tωn) +

µ

2ωn
sin(Tωn)

]
e−µT/2

}
,

ωn =
1

2

√
4λn − µ2, 0 < µ < 2

√
λ1,

(2.26)

σn∗ =
1

λn∗

{
1−

[
1 + T

√
λn∗

]
e−µT/2

}
, µ = 2

√
λn∗ . (2.27)

Under the assumption µ < 2
√
λ1, we need to find a relationship between the final time

T > 0 and the damping parameter that provide the positivity conditions σn > 0, for all
n = 1, 2, 3, ... , that is, a sufficient condition for unique determination of the spatial load
F (x) from final time output uT (x) through (2.25) and (2.26). To this end, we introduce the
function

gσ(n;µ, T ) =

[
cos(Tωn) +

µ

2ωn
sin(Tωn)

]
exp (−µT/2)

and rewrite formula (2.26) for σn in the form: σn = 1
λn

{1− gσ(n;µ, T )} .

Figure 2.2: Behaviour of the function gσ(n;µ, T ) depending on the values of the damping
parameter and the final time (the figure on the left: µ = 0.1 (purple line) and µ = 1 (blue
line) for T = 4), and behaviour of the singular values (the figure on the right: σn: µ = 0.5,
for T = 4).

Behaviours of the function gσ(n;µ, T ) and the singular values σn are plotted on the left
and right in Figure 2.2, depending on the values of the damping parameter and the final
time. The left figure shows how the function gσ(n;µ, T ) generates an oscillating behavior
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of the singular values, even when there is no temporal component of the load (G(t) ≡ 1).
Moreover, it is also evident that the oscillation is drastically reduced when the effect of the
damping parameter increases. However, this oscillating behavior is weakly reflected in the
behavior of the singular values due to the absence of the temporal component of the load
(G(t) ≡ 1). The oscillating behavior together with the decay rate of the order O(n−4) can
be clearly seen in the right figure.

In view of the inequality |a cosα+b sinα| ≤
√
a2 + b2 and the relation 4ω2

n = 4λn−µ2,
the positiveness σn > 0 is guaranteed by the conditions

exp (µT ) > 1 +
µ2

4λn − µ2
:= Λσ(λn), n = 1, 2, 3, ... .

The function Λσ(λn) decreases monotonically as λn > 0 increases, hence all the above
conditions hold, if

T >
1

µ
ln

(
1 +

1

(2
√
λ1/µ)2 − 1

)
:= gT (µ;λ1), 2

√
λ1/µ > 1.

With the inequality ln(1 + x) < x, for all x > 0, this leads to the following sufficient
condition for the positivity of the singular values defined by formula (2.26):

T >
µ

4λ1 − µ2
:= T∗, 0 < µ < 2

√
λ1. (2.28)

Let us analyze what does the condition (2.28) means in the sense of admissible lower
limit T∗ > 0 of the final time T > 0. For near-zero values of the damping parameter, the
corresponding value of the lower limit is the same order. Namely, for the case λ1 = 1

considered in the Remark 2.2, T∗ ≈ 10−2 for µ = 10−2. Hence, in this case, no condition
other than the positivity is imposed in (2.28) on the final time T > 0.

Furthermore, for the most important and critical case, when the difference between the
values µ and 2

√
λ1 is of the order 10−1, the corresponding value of the admissible lower

limit T∗ is reasonable. Specifically, for λ1 = 1 and µ = 1.9, we have 2
√
λ1 − µ = 10−1,

and T∗ ≈ 4.9, by formula for T∗ in (2.28). This means that one needs to take the value of
the final time T ≥ 5.

Proposition 2.1. Assume that conditions (2.3) hold and G(t) ≡ 1 in (2.1). Suppose that

the final time T > 0 and the damping coefficient µ > 0 satisfiy the conditions (2.28). Then

σn > 0 for all n = 1, 2, 3, ... , and the inverse problem (2.1) - (2.2) has a unique solution

F ∈ F .
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Moreover, for this solution the following singular value expansion holds:

F (x) =
∞∑
n=1

1

σn
uT,n ψn(x), (2.29)

where σn, n = 1, 2, 3, ... are defined by formula (2.26).

Consider now the critically damped case, when µ = 2
√
λn∗ . From formula (2.27) it

follows that the sufficient condition for the positivity of the singular value σn∗ is

eT
√
λn∗ > 1 + T

√
λn∗ .

Since the inequality exp(y) > 1 + y holds for all y > 0, the above inequality holds for
all T > 0. Therefore, the singular value σn∗ corresponding to the critically damped case
µ = 2

√
λn∗ is positive for all T > 0.

2.4.2 A beam subjected to exponentially decaying temporal load

Assume in (2.18) that G(t) = e−ηt, where η > 0 is the decay rate of the applied temporal
load. Consider again the underdamped case: µ < 2

√
λ1.

Substituting G(t) = exp(−ηt) in formula (2.18) we get:

σn =
1

ωn

∫ T

0

e−µ(T−t)/2 sin(ωn(T − t)) e−ηtdt,

ωn = 1
2

√
4λn − µ2, µ < 2

√
λn,

(2.30)

Assuming 0 < 2η < µ, we calculate integral (2.30) to find:

σn =
4

(4λn − µ2) + (µ− 2η)2
{
e−ηT

−
[
cos(ωnT ) +

µ− 2η

2ωn
sin(ωnT )

]
e−µT/2

}
. (2.31)

Then for the condition σn > 0 holds, if 0 < 2η < µ and

e(µ−2η)T > 1 +
(µ− 2η)2

4λn − µ2
, n = 1, 2, 3, ... .

Since the right-hand-side expression is a monotone decreasing function of λn > 0 and
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λ1 < λn, for all n > 1, the above inequalities hold, if

T >
1

µ− 2η
ln

(
1 +

(µ− 2η)2

4λ1 − µ2

)
.

By the inequality ln(1 + x) < x, for all x > 0, a sufficient condition to achieve this
inequality is the following condition:

T >
µ− 2η

4λ1 − µ2
:= T∗(µ; η, λ1). (2.32)

Proposition 2.2. Assume that conditions (2.3) hold and G(t) = e−ηt, η > 0 in (2.1). Sup-

pose that the final time T > 0, the damping coefficient µ > 0 and the decay rate η > 0

satisfy the following conditions: T >
µ− 2η

4λ1 − µ2
,

0 < 2η < µ < 2
√
λ1.

Then the singular values σn > 0, n = 1, 2, 3, ... , defined by formula (2.31) are positive,

and the inverse problem (2.1) - (2.2) has a unique solution F ∈ F . Moreover, for this

solution the singular value expansion (2.29) holds.

Figure 2.3: The figure on the left: the function T∗(µ; η, λ1) with λ1 = 1, depending on the
damping parameter: η = 0.3 (top curve) and η = 0.5 (bottom curve). The figure on the
right: behaviour of the singular values: for λn = n4, T = 4.

The right-hand-side in (2.32) determines the admissible lower limit T∗(µ; η, λ1) > 0 of
the final time T > 0. This is an easily testable and feasible condition, and does not impose
a very strong constraint on the admissible values of the final time. So, T∗(µ; η, λ1) < 4,
even for very close to 2

√
λ1 (limit) values of the damping parameter. For λ1, and for the
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two values η = 0.3 and η = 0.5 of the decay rate parameter, the function T∗(µ; η, λ1) is
plotted on the left in Figure 2.3.

As soon as the temporal component G(t) in the Euler-Bernoulli equation (2.1) is acti-
vated, even as an exponentially decaying temporal load G(t) = e−ηt, the oscillations of the
singular values σn, as a function of n = 1, 2, 3, ... , occur, and indicates a real vibration of
the beam. This is clearly seen from the graph of this function in Figure 2.3 on the right.

Finally, consider the critically damped case, when µ = 2
√
λn∗ . From the integral in

(2.19) with G(t) = e−ηt it follows that in this case the formula for the singular value σn∗ is

σn∗ =
1

(µ/2− η)2
{
e−ηT − [1 + (µ/2− η)T ] e−µT/2

}
, µ/2 =

√
λn∗ . (2.33)

By the same argument in the previous critically damped case, σn∗ given in (2.33) is positive
for all T > 0.

Remark 2.5. This work provides the uniqueness of the infeasible inverse source problem
by considering the damping term in the Euler-Bernoulli beam model. With the help of
the damping term, conditions on the final time T , and specifically selecting a temporal
load G(t) > 0, we ensured the positivity of singular values σn, and thereby we obtained
the uniqueness of the solution. It is emphasized that the analysis for pure spatial load
and exponentially decaying temporal load is comparatively straightforward and verifiable.
Furthermore, as an extension of these findings, the paper [51] addresses the unique identifi-
cation of spatial load in the Euler-Bernoulli beam with a harmonic temporal load cos(wt).
Nevertheless, deriving a more comprehensive set of sufficient conditions for the unique re-
covery of the spatial load using SVD from uT (x) for any given temporal loadG ∈ L2(0, T )

is still an open problem.
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Chapter 3

Identification of a transverse shear force
in the Euler-Bernoulli beam with Kelvin-
Voigt damping

In Chapter 2, we proved that in the presence of viscous external damping in the Euler-
Bernoulli beam, we can uniquely determine the source function from the final time mea-
sured data under suitable conditions on the final time T and damping coefficient µ by a
rigorous analysis involving the SVD. In this chapter, we consider a more general form of
the Euler-Bernoulli beam by including all the possible physical coefficients together with
both damping effects given by external damping as well as Kelvin-Voigt damping. It is un-
derstood from the previous chapter that the nature of the damping term drastically changes
the nature of the solutions to the direct beam model, which in turn helps to obtain a feasible
solution to the inverse problems as well. By taking this motivating factor into account, we
analyze the Inverse Boundary Value Problem (IBVP) of determining the unknown trans-
verse shear force (boundary data) in the presence of both external viscous damping and
internal Kelvin-Voigt damping factors.

Consider the Euler-Bernoulli beam with more general physical coefficients and damp-
ing effects as follows (see, [20], Chapter 17, Section 4 and also refer to [6]):

ρ(x)utt + µ(x)ut + (r(x)uxx)xx + (κ(x)uxxt)xx = 0, (x, t) ∈ ΩT ,

u(x, 0) = 0, ut(x, 0) = 0, x ∈ (0, ℓ),

u(0, t) = 0, ux(0, t) = 0, t ∈ [0, T ],

[r(x)uxx + κ(x)uxxt]x=ℓ = 0,

−
[(
r(x)uxx + κ(x)uxxt

)
x

]
x=ℓ

= g(t), t ∈ [0, T ],

(3.1)
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where ΩT := (0, ℓ) × (0, T ], r(x) := E(x)I(x) > 0 is the flexural rigidity (or bending
stiffness) of a non homogeneous beam while E(x) > 0 is the elasticity modulus and
I(x) > 0 is the moment of inertia. The coefficient κ(x) := cdI(x) represents energy
dissipated by friction internal to the beam, where cd is the strain-rate damping coefficient.
The nature of the terms µ(x)ut and (κ(x)uxxt)xx are determined by external and internal
damping mechanisms, respectively. The non-negative coefficient µ(x) and the positive
coefficient κ(x) are called the viscous external damping and the strain-rate or Kelvin-Voigt
damping coefficients, respectively. For this considered model, there can be only two types
of force effects acting on the right end x = ℓ, one is bending moment, and the other is
transverse shear force. In this study, we look at the case in which the vibration is caused
by an unknown transverse shear force g(t) := − [(r(x)uxx + κ(x)uxxt)x] at x = ℓ, which
needs to be identified from either given measured deflection at x = ℓ or bending moment
at x = 0.

The following two IBVPs are formulated to the model (3.1).

IBVP-1. Find the unknown transverse shear force g(t) from measured deflection ν(t) given

at the right end of the beam x = ℓ:

ν(t) := u(ℓ, t), t ∈ [0, T ]. (3.2)

For a given g(t) from the set of admissible transverse shear forces, the problem (3.1) with
the solution u(x, t) := u(x, t; g) is known as the direct problem. Here, the following tricky
question arises. Can we swap the boundary conditions −

[(
κ(x)uxxt + r(x)uxx

)
x

]
x=ℓ

=

g(t), ν(t) := u(ℓ, t), and solve the initial boundary value problem
ρ(x)utt + µ(x)ut + (r(x)uxx)xx + (κ(x)uxx)xxt = 0, (x, t) ∈ ΩT ,

u(x, 0) = 0, ut(x, 0) = 0, x ∈ (0, ℓ),

u(0, t) = 0, ux(0, t) = 0, t ∈ [0, T ],

u(ℓ, t) = ν(t), [r(x)uxx + κ(x)uxxt]x=ℓ = 0, t ∈ [0, T ]

(3.3)

and then find the unknown transverse shear force g(t) using the formula

g(t) = −
[(
r(x)uxx + κ(x)uxxt

)
x

]
x=ℓ

?

Therefore, a situation arises as if there is no need for any inverse problem. Besides,
swapping of the above mentioned boundary conditions is also a mathematically correct
approach. However, in this chapter, we consider the inverse problem (3.1)-(3.2) as the
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u

u(0, t) = 0
ux(0, t) = 0

r(ℓ)uxx(ℓ, t) + κ(ℓ)uxxt(ℓ, t) = 0
−(r(ℓ)uxx(ℓ, t) + κ(ℓ)uxxt(ℓ, t))x = g(t)

ν(t)

Figure 3.1: Geometry of the IBVP-1

physical justification to that model comes from the fact that problem (3.1) is a developed
mathematical model of vibration of the cantilever tip due to the shear force interaction
in TDFM (see, [3], [75] and references therein). As mentioned in the subsection1.4, the
problem of determining the shear force is of great importance when specimen images and
mechanical properties need to be computed at some submolecular precision (see, [75]).
The problem IBVP-1 defined by (3.1) and (3.2) can be reformulated as the invertibility of
the Neumann-to-Dirichlet operator

Φ : G1 ⊂ H1(0, T ) 7→ L2(0, T ), (Φg)(t) := u(ℓ, t; g), t ∈ [0, T ],

G1 = {g ∈ H1(0, T ) : g(0) = 0, ∥g∥H1(0,T ) ≤ K, K > 0},
(3.4)

where G1 is called the set of admissible inputs (shear forces). With the help of noise free
measured output ν(t), we can reformulate IBVP-1 in terms of functional equation as

Φg(t) = ν(t), ν ∈ L2(0, T ). (3.5)

We note that the exact equality in (3.5) can hold only in the case of noiseless measured
output ν(t). However, as noted in the previous chapter, in practice the measured output
ν(t) always contains measurement errors, and hence exact equality in the functional equa-
tion (3.5) is not possible. Therefore, we introduce the Tikhonov functional to solve the
minimization problem

min
g∈G1

J1(g), J1(g) :=
1

2
∥Φg − ν∥2L2(0,T ), (3.6)

whose solution, according to [56], is defined as a quasi-solution of the inverse problem.
Then we consider the same problem for the regularized Tikhonov functional

J1α(g) :=
1

2
∥Φg − ν∥2L2(0,T ) +

α

2
∥g′∥2L2(0,T ), (3.7)

where α > 0 is the parameter of regularization.
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u

u(0, t) = 0
ux(0, t) = 0

r(ℓ)uxx(ℓ, t) + κ(ℓ)uxxt(ℓ, t) = 0
−(r(ℓ)uxx(ℓ, t) + κ(ℓ)uxxt(ℓ, t))x = g(t)

ω(t)

Figure 3.2: Geometry of the IBVP-2

The second inverse problem, we study in this chapter is formulated as follows.
IBVP-2. Find the unknown transverse shear force g(t) from measured bending moment

ω(t) given at the beginning of the beam x = 0:

ω(t) := − (r(0)uxx(0, t) + κ(0)uxxt(0, t)) , t ∈ [0, T ]. (3.8)

The problem IBVP-2 defined by (3.1) and (3.8) is related to the invertibility of Neumann-
to-Neumann operator

Ψ : G3 ⊂ H3(0, T ) 7→ L2(0, T ),

(Ψg)(t) := − (r(0)uxx(0, t; g) + κ(0)uxxt(0, t; g)) , t ∈ [0, T ],

G3 = {g ∈ H3(0, T ) : g(0) = g′(0) = g′′(0) = 0, ∥g∥H3(0,T ) ≤ K1,K1 > 0}.

(3.9)

In terms of the functional equation, we will again express the inverse problem (3.1) and
(3.8) as follows

Ψg(t) = ω(t), ω ∈ L2(0, T ). (3.10)

As in the case of IBVP-1, when the measured data ω(t) contain random noise the exact
equality in (3.10) is not feasible. In this case we solve the minimization problem for the
Tikhonov functional

min
g∈G3

J2(g), J2(g) :=
1

2
∥Ψg − ω∥2L2(0,T ) (3.11)

and the regularized Tikhonov functional is considered as follows

J2α(g) :=
1

2
∥Ψg − ω∥2L2(0,T ) +

α

2
∥g′′′∥2L2(0,T ). (3.12)

It is worth noting that IBVP-2 can be formulated using the admissible source G1 and
the regularized Tikhonov functionals J1α, J2α can be defined with usual L2 norm regu-
larizer ∥g∥2L2(0,T ). Further, the solvability of these inverse problems (see, Theorem 3.4 or
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Remark 3.2) do not require the more regularized functionals as in (3.7) and (3.12), while
these regularized functionals are crucial to derive the stability estimates (see, Theorems 3.7,
3.8). We study the inverse problems (3.1)-(3.2) and (3.1), (3.8) as a minimization problems
for the Tikhonov functionals J1α(g) and J2α(g) on the set G1, G3 respectively. In the ab-
sence of the internal damping term (κ(x)uxxt)xx in (3.1), the inverse problems of (3.1) with
measurements (3.2) and (3.8) were studied respectively in [47] and [46].

The presence of Kelvin-Voigt damping and the mixed boundary conditions, in turn,
makes the problem more complicated, and the boundary data (shear force) determination
under these conditions becomes difficult. Indeed, for the existence and uniqueness of the
solution to the direct problem (3.1), we need to develop appropriate identities to handle
these types of mixed boundary conditions for deriving priori estimates for the direct prob-
lem and proving the regularity of solutions. This makes the current work different from
[47], [46] where only external damping µ(x)ut is considered, and so the balancing ef-
fect of the Kelvin-Voigt damping term on the boundary conditions is also not needed on
those papers. For a related model on the wave equation with Kelvin-Voigt damping in the
bounded domain, one may refer to [1]. On the other hand, Kelvin-Voigt damping also
has some sort of regularizing effect in proving the solutions of the direct problem. For
instance, in [47], [46], the authors require higher regularity like g ∈ H2(0, T ) to prove
ut ∈ L2(0, T ;V2

1 (0, ℓ)), utt ∈ L2(0, T ;L2(0, ℓ)), whereas in this chapter we prove those
estimates with g ∈ H1(0, T ) by coupling with appropriate identities and Sobolev embed-
ding theorems. We also prove the existence of solutions to the inverse problems (3.1)-
(3.2) and (3.1), (3.8) when the transverse shear force g(t) belongs to the admissible inputs
G1 ⊂ H1(0, T ), as the detailed analysis shown in the following sections.

The main contributions of the chapter are summarized as follows:

1. The existence and uniqueness of the weak and regular weak solutions to the direct
problem are proved. Furthermore, the necessary a priori estimates are derived.

2. Solvability of the inverse problems (3.1)-(3.2) and (3.1), (3.8), defined as IBVP-
1 and IBVP-2, and governed by Neuman-to-Dirichlet and Neumann-to-Neumann
operators, respectively, are studied in appropriate admissible set of transverse shear
sources Gm ⊂ Hm(0, T ), m = 1, 3. It is demonstrated that for compactness and
Lipschitz continuity, the operator Ψ does not require G3 regularity. We just need
G2 regularity for Ψ’s compactness, and G1 regularity for Lipschitz continuity, while
these results can be verified for the operator Φ on the admissible source G1 itself.

3. The Tikhonov functionals Jmα(g), m = 1, 2 are introduced, and the Fréchet deriva-
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tives of these functionals are derived in through the solutions of corresponding ad-
joint problems. It is shown that for IBVP-1, the admissible source g(t) needs to be
in G1, while for IBVP-2 the more regular set of admissible sources G3 ⊂ H3(0, T )

is needed (see, Section 3.3). For IBVP-2, the regularity of the admissible sources is
also needed for the solvability of the adjoint problem.

4. Other remarkable results are the Lipschitz type stability estimates for IBVP-1 and
IBVP-2. We provide a local stability estimate for the unknown shear force g ∈ G1

when Kelvin-Voigt damping coefficient κ(x) > 0 satisfies a condition on its lower
bound, while the external damping coefficient is nonnegative: µ(x) ≥ 0. It should
be noted that this stability result is valid even when the external damping effect is
not present, that is, when µ(x) = 0. In the case of IBVP-2, we establish a stability
estimate for g ∈ G3 under a feasible condition on the parameter of regularization
α. Both the stability results are obtained when more smooth regularization terms
are added to the Tikhonov functionals Jm(g),m = 1, 2. These results give a new
perspective for the stability analysis of the shear force determination in the presence
of both damping terms.

This chapter is organized as follows. The existence and uniqueness, and regularity of so-
lutions are given in Section 3.1. The solvability of inverse problems are given in Sections
3.2. The Section 3.3 is devoted to the Fréchet derivative of the Tikhonov functionals and
Lipschitz continuity of the Fréchet derivatives. The monotonocity of the gradient based
algorithm is analyzed in Section 3.4. The stability analysis of the inverse source problems
are discussed in Section 3.5.

3.1 Existence and uniqueness of weak solutions to the di-
rect problem

In this section, we consider problem (3.1) with non homogeneous initial conditions:

ρ(x)utt + µ(x)ut + (r(x)uxx)xx + (κ(x)uxxt)xx = 0, (x, t) ∈ ΩT ,

u(x, 0) = u0, ut(x, 0) = v0, x ∈ (0, ℓ),

u(0, t) = 0, ux(0, t) = 0, t ∈ [0, T ],

[r(x)uxx + κ(x)uxxt]x=ℓ = 0,

−
[(
r(x)uxx + κ(x)uxxt

)
x

]
x=ℓ

= g(t), t ∈ [0, T ].

(3.13)
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In the study of direct and inverse problems related to the model (3.1), the following basic
assumptions are used:

r, κ ∈ H2(0, ℓ), g ∈ H1(0, T ), g(0) = 0,

0 < ρ0 ≤ ρ(x) ≤ ρ1, 0 < r0 ≤ r(x) ≤ r1,

0 ≤ µ0 ≤ µ(x) ≤ µ1, 0 < κ0 ≤ κ(x) ≤ κ1.

(3.14)

Definition 3.1. Let 0 < T < +∞, u0 ∈ V2
1 (0, ℓ) and v0 ∈ V2

1 (0, ℓ) be given. We say a
function u ∈ L2(0, T ;V2

1 (0, ℓ)) with ut ∈ L2(0, T ;V2
1 (0, ℓ)) and utt ∈ L2(0, T ;L2(0, ℓ)) is

a weak solution of (3.13) provided

i) (ρ utt(t), v) + (µ ut(t), v) + (ruxx(t), vxx)

+(κuxxt(t), vxx) = g(t)v(ℓ), ∀ v ∈ V2
1 (0, ℓ), a.e. t ∈ [0, T ].

ii) u(0) = u0, ut(0) = v0,

where V2
1 (0, ℓ) is defined by (1.10).

From Definition 3.1, it is evident that u ∈ H1(0, T ;V2
1 (0, ℓ)), so that u ∈ C([0, T ];V2

1 (0, ℓ))

and ut ∈ C([0, T ];L2(0, ℓ)). Consequently, the equalities u(0) = u0 and ut(0) = v0 can be
justified.
We apply the Faédo-Galerkin approximation method to illustrate that there exists a unique
weak solution to direct problem (3.13). First, we choose a sequence of smooth func-
tions {ξi}ni=1, which form an orthonormal and orthogonal basis for L2(0, ℓ) and V2

1 (0, ℓ)

respectively. Then, we construct the n dimensional subspace Wn := span{ξ1, ξ2, ..., ξn} of
V2
1 (0, ℓ) and seek the Faédo-Galerkin approximation un(t) := un(x, t) of the form

un(t) =
n∑
i=1

di,n(t)ξi, u0,n =
n∑
i=1

pi,nξi, and v0,n =
n∑
i=1

qi,nξi,

where we hope to find the coefficients di,n, pi,n and qi,n so that
(ρ u′′n(t), v) + (µ u′n(t), v) + (r un,xx(t), vxx)

+(κ u′n,xx(t), vxx) = g(t)v(ℓ), ∀ v ∈ Wn, t ∈ [0, T ],

un(0) = u0,n, u
′
n(0) = v0,n.

(3.15)

By inserting v = ξj, j = 1, 2, 3, ...n, and using the fact that ξi, i = 1, 2, ...n are or-
thonormal, it is clear that the problem (3.15) corresponds to the following linear system of
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ordinary differential equations (ODEs):

{
MTD′′

n(t) + [NT + P T]D′
n(t) +QTDn(t) = Gn(t), for t ∈ [0, T ],

Dn(0) = Un, D′
n(0) = Vn,

where Dn(t) = (d1,n(t), d2,n(t), ..., dn,n(t))
T, the entries of the matrix M,N,P,Q are

M = [(ρ ξi, ξj)]n×n , N = [(µ ξi, ξj)]n×n , P = [(κ ξi,xx, ξj,xx)]n×n ,

Q = [(r ξi,xx, ξj,xx)]n×n ,

and Gj(t) = g(t)ξj(ℓ), Gn(t) = (G1(t),G2(t), ...,Gn(t))
T, Uj = (u0, ξj), Vj = (v0, ξj),

Un = (U1,, U2, ..., Un)
T, Vn = (V1, V2, ..., Vn)

T.

By the Carathéodory theorem for ODEs (see, [21], Chapter 2, Theorem 1.1) for every
n ≥ 1 there exists a unique solution un ∈ C1([0, T ];Wn) with u′′n ∈ L2(0, T ;Wn) of
problem (3.15).

Theorem 3.1. Let assumptions (3.14) hold true. Then, in the perspective of Definition 3.1,

there exists a unique weak solution u to the direct problem (3.13). Moreover,

∥uxx∥2L∞(0,T ;L2(0,ℓ)) ≤ 2(C2
0 + 1)

r0

[
2(1 + T )ℓ3

3r0
∥g′∥2L2(0,T ) +R0(u0, v0)

]
, (3.16)

∥u∥2L2(0,T ;V2
1 (0,ℓ))

≤ 2C∗C2
0

r0

[
2(1 + T )ℓ3

3r0
∥g′∥2L2(0,T ) +R0(u0, v0)

]
, (3.17)

∥ut∥2L2(0,T ;V2
1 (0,ℓ))

≤ C∗(C2
0 + 1)

2κ0

[
2(1 + T )ℓ3

3r0
∥g′∥2L2(0,T ) +R0(u0, v0)

]
, (3.18)

and

∥utt∥2L2(0,T ;L2(0,ℓ)) ≤ C2
1

2ρ0

[
(1 + T )ℓ3∥g′∥2L2(0,T ) +R1(u0, v0)

]
, (3.19)

where R0(u0, v0) := ρ1∥v0∥2L2(0,ℓ) + r1∥u0,xx∥2L2(0,ℓ),

R1(u0, v0) := ∥v0∥2L2(0,ℓ) + ∥u0,xx∥2L2(0,ℓ) + ∥v0,xx∥2L2(0,ℓ), C
2
0 = (exp(T )− 1) ,

r0, ρ0, κ0 are the constants given in (3.14), C∗ is from (1.16), and the constant C1 > 0 is

introduced in the proof.

Proof. Consider the Galerkin approximation of (3.1), multiply it by 2d′i,n(t) and sum over
i = 1, 2, 3..., n. Further, instead of doing integration by parts as in (3.15), we use the formal
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identities

2
(
r(x)un,xx

)
xx
u′n ≡ 2

[
(r(x)un,xx)xu

′
n − r(x)un,xxu

′
n,x

]
x
+
(
r(x)u2n,xx

)′
,

2
(
κ(x)u′n,xx

)
xx
u′n ≡ 2

[
(κ(x)u′n,xx)xu

′
n − κ(x)u′n,xxu

′
n,x

]
x
+ 2κ(x)(u′n,xx)

2.

Integrating by parts, using the initial and boundary conditions of (3.1), we obtain the fol-
lowing energy identity:∫ ℓ

0

(
ρ(x)u′n(t)

2 + r(x)u2n,xx(t)
)
dx+ 2

∫ t

0

∫ ℓ

0

µ(x)(u′n)
2dxdτ

+2

∫ t

0

∫ ℓ

0

κ(x)(u′n,xx)
2dxdτ = 2g(t)un(ℓ, t)− 2

∫ t

0

g′(τ)un(ℓ, τ)

+

∫ ℓ

0

(
ρ(x)v20,n + r(x)(u0,n)

2
xx

)
dx. (3.20)

We employ the ε-inequality (1.15) frequently in the proof. Apply this inequality in the first
two terms of the right-hand side of (3.20), and then use the trace inequalities

u2n(ℓ, t) ≤ ℓ3

3

∫ ℓ

0

u2n,xx(x, t)dx, (3.21)

g2(t) ≤ T∥g′∥2L2(0,T ), for all t ∈ [0, T ], (3.22)

where the inequality (3.21) is a consequence of the identity

un(ℓ, t) ≡
∫ ℓ

0

(ℓ− x)un,xx(x, t)dx, for all t ∈ [0, T ].

Then we choose the arbitrary constant ε > 0 from the condition r0− ℓ3 ε/3 > 0 as follows:
ε = 3r0/(2ℓ

3). After elementary transformations, we obtain the following main integral
inequality

ρ0

∫ ℓ

0

u′n(t)
2dx+

r0
2

∫ ℓ

0

u2n,xx(t)dx+ 2

∫ t

0

∫ ℓ

0

µ(x)(u′n)
2dxdτ

+2

∫ t

0

∫ ℓ

0

κ(x)(u′n,xx)
2dxdτ ≤ r0

2

∫ t

0

∫ ℓ

0

u2n,xxdxdτ +
2ℓ3(1 + T )

3r0
∥g′∥2L2(0,T )

+ρ1∥v0,n∥2L2(0,ℓ) + r1∥u0,nxx∥2L2(0,ℓ). (3.23)

The first consequence of the integral inequality (3.23) is that
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∫ ℓ

0

u2n,xx(t) dx ≤
∫ t

0

∫ ℓ

0

u2n,xx dxdτ +
2

r0
R(g, u0, v0),

where

R(g, u0, v0) :=
2(1 + T )ℓ3

3r0
∥g′∥2L2(0,T ) + ρ1∥v0∥2L2(0,ℓ) + r1∥u0,xx∥2L2(0,ℓ).

By invoking the Grönwall-Bellmann inequality, we obtain∫ ℓ

0

u2n,xx(t) dx ≤ 2

r0
exp(t)R(g, u0, v0). (3.24)

Integrating inequality (3.24) over [0, T ], we arrive at the first required estimate as follows:

∥un,xx∥2L2(0,T ;L2(0,ℓ)) ≤ 2C2
0

r0
R(g, u0, v0), (3.25)

where C2
0 = (exp(T )− 1) . Taking maximum over t ∈ [0, T ] in (3.24), we get

max
t∈[0,T ]

∥un,xx(t)∥2L2(0,ℓ) ≤ 2(C2
0 + 1)

r0
R(g, u0, v0). (3.26)

Since ∥un(t)∥2V2
1 (0,ℓ)

≤ C∗∥un,xx(t)∥2L2(0,ℓ) by (1.16), using the estimate (3.25), we obtain

∥un∥2L2(0,T ;V2
1 (0,ℓ))

≤ 2C∗C2
0

r0
R(g, u0, v0). (3.27)

The second consequence of (3.23) and (3.25) is the inequality

2

∫ t

0

∫ ℓ

0

κ(x)(u′n,xx)
2dxdτ ≤ r0

2

∫ t

0

∫ ℓ

0

u2n,xxdxdτ +R(g, u0, v0) (3.28)

≤ (C2
0 + 1)R(g, u0, v0).

The estimate (3.28) and again the equality of norms lead to the inequality

∥u′n∥2L2(0,T ;V2
1 (0,ℓ))

≤ C∗(C2
0 + 1)

2κ0
R(g, u0, v0). (3.29)

To determine the estimate ∥u′′n∥2L2(0,T ;L2(0,ℓ)), we proceed as follows. Multiply the Galerkin
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approximation of (3.1) by 2d′′i,n(t) and use the following formal identities

2
(
r(x)un,xx

)
xx
u′′n ≡ 2

[
(r(x)un,xx)xu

′′
n − r(x)un,xxu

′′
n,x

]
x
+ 2

(
r(x)un,xxu

′′
n,xx

)
,

2
(
κ(x)u′n,xx

)
xx
u′′n ≡ 2

[
(κ(x)u′n,xx)xu

′′
n − κ(x)u′n,xxu

′′
n,x

]
x
+
(
κ(x)(u′n,xx)

2
)′
.

Integrate by parts and invoking the initial and boundary conditions of (3.1), we obtain the
following second energy identity∫ ℓ

0

µ(x)u′n(t)
2dx+

∫ ℓ

0

κ(x)
(
u′n,xx(t)

)2
dx+ 2

∫ t

0

∫ ℓ

0

ρ(x) (u′′n)
2
dxdτ

= 2

∫ t

0

∫ ℓ

0

r(x)(u′n,xx)
2dxdτ − 2

∫ ℓ

0

r(x)un,xx(t)u
′
n,xx(t)dx+ 2g(t)u′n(ℓ, t)

−2

∫ t

0

g′(τ)u′n(ℓ, τ)dτ +

∫ ℓ

0

κ(x)v20,nxxdx+

∫ ℓ

0

µ(x)v20,ndx

+2

∫ ℓ

0

r(x)u0,nxxv0,nxxdx. (3.30)

By applying Cauchy’s inequality (1.14), to the second, third, fourth and seventh terms on
the right-hand side of (3.30), using the inequality (3.22) and

(u′n(ℓ, t))
2 ≤ ℓ3

3

∫ ℓ

0

(u′n,xx)
2dx,

we get,∫ ℓ

0

µ(x)u′n(t)
2dx+

∫ ℓ

0

κ(x)
(
u′n,xx(t)

)2
dx+ 2

∫ t

0

∫ ℓ

0

ρ(x)(u′′n)
2dxdτ

≤
(
2r1 +

ℓ3ϵ

3

)∫ t

0

∫ ℓ

0

(u′n,xx)
2dxdτ +

r21
ϵ

∫ ℓ

0

u2n,xx(t)dx

+

(
ℓ3ϵ

3
+ ϵ

)∫ ℓ

0

(u′n,xx(t))
2dx

+
1 + T

ϵ

∫ t

0

g′(τ)2dτ + µ1∥v0∥2L2(0,ℓ) + (κ1 + 1) ∥v0,xx∥2L2(0,ℓ) + r21∥u0,xx∥2L2(0,ℓ).

Now choose ϵ = 3κ0/2(ℓ
3 + 3) from the condition κ0 − (ℓ3ϵ/3 + ϵ) > 0 and invoking the

estimates (3.26), (3.28), we obtain

2

∫ t

0

∫ ℓ

0

ρ(x) (u′′n)
2
dxdτ ≤ R2ℓ

3(1 + T )∥g′∥2L2(0,T ) +R3∥v0∥2L2(0,ℓ)

+R4∥u0,xx∥2L2(0,ℓ) + (κ1 + 1) ∥v0,xx∥2L2(0,ℓ),

45



where

R1 =

(
4r21(ℓ

3 + 3)

3r0
+

κ0ℓ
3

4(ℓ3 + 3)
+ r1

)
(C2

0 + 1)

κ0
, R2 = R1

2

3r0
+

2(l3 + 3)

3l3κ0
,

R3 = R1ρ1 + µ1, R4 = R1r1 + r21.

Choosing C2
1 = max{R2, R3, R4, κ1 + 1}, we get

∥u′′n∥L2(0,T,L2(0,ℓ)) ≤ C2
1

2ρ0

[
ℓ3(1 + T )∥g′∥2L2(0,T ) + ∥v0∥2L2(0,ℓ) + ∥u0,xx∥2L2(0,ℓ)

+∥v0,xx∥2L2(0,ℓ)

]
. (3.31)

Consequently, by using the estimates (3.27), (3.25), (3.29) and (3.31), we obtain that
the sequences {un}, {un,xx}, {u′n,xx}, {u′n}, and {u′′n} are bounded in L2(0, T ;V2

1 (0, ℓ)),

L2(0, T ;L2(0, ℓ)), L2(0, T ;L2(0, ℓ)), L2(0, T ;V2
1 (0, ℓ)), L

2(0, T ;L2(0, ℓ)) respectively.
We now use the Banach-Alaoglu weak compactness theorem (see, Theorem 3.16, [15]) to
deduce that there exists a subsequence {unk

} of un and functions u ∈ L2(0, T ;V2
1 (0, ℓ)),

uxx ∈ L2(0, T ;L2(0, ℓ)), u′xx ∈ L2(0, T ;L2(0, ℓ)), u′ ∈ L2(0, T ;V2
1 (0, ℓ)), and u′′ ∈

L2(0, T ;L2(0, ℓ)) such that

unk
⇀ u weakly in L2(0, T ;V2

1 (0, ℓ))

unk,xx ⇀ uxx weakly in L2(0, T ;L2(0, ℓ))

u′nk,xx
⇀ u′xx weakly in L2(0, T ;L2(0, ℓ))

u′nk
⇀ u′ weakly in L2(0, T ;V2

1 (0, ℓ))

u′′nk
⇀ u′′ weakly in L2(0, T ;L2(0, ℓ)).

(3.32)

We should be able to derive the weak solution u of the direct problem (3.1) by passing the
limit on the weak form (3.15). The solution u also satisfies estimates (3.16)-(3.19).

The uniqueness of weak solution of direct problem (3.1) can be proved by using (3.17)
and (3.18). Suppose that there are two weak solutions u1 and u2 in V2

1 (0, ℓ) of the direct
problem (3.1). Then a function U(x, t) = u1(x, t)− u2(x, t) that solves the direct problem
(3.1) with homogeneous initial and boundary conditions. The estimates (3.17) and (3.18)
applied to this problem imply that ∥U∥L∞(0,T ;V2

1 (0,ℓ))
= 0. Hence the homogeneity of initial

and boundary conditions imply that U(x, t) = 0, ∀ (x, t) ∈ (0, ℓ)× (0, T ).

It is still necessary to verify that u(t) satisfy the initial condition u(0) = u0 and ut(0) =
v0. Taking u ∈ C([0, T ];V2

1 (0, ℓ)) and ut ∈ C([0, T ];L2(0, ℓ)) into account, choosing a test
function v ∈ C2([0, T ];V2

1 (0, ℓ)) with v(T ) = 0 and v′(T ) = 0 and arguing as in Theorem
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3 in [9], one can verify the initial data. This completes the proof.

3.1.1 Regularity of Weak Solutions

In this subsection, we study the regularity of the weak solution, which is required to show
the compactness of the input output operator and the Fréchet derivative of the functionals.
For simplicity, we take u0 = v0 ≡ 0.

Theorem 3.2. Let conditions (3.14) hold. Assume that the following regularity and consis-

tency conditions are also satisfied:{
r, κ ∈ H2(0, ℓ), ∥r∥H2(0,ℓ) ≤ r2, ∥κ∥H2(0,ℓ) ≤ κ2

g ∈ H2(0, T ), g(0) = 0, g′(0) = 0.

Then the following estimate holds for regular weak solution of (3.1) with enhanced regu-

larity u ∈ H1(0, T ;H4(0, ℓ)), utt ∈ L2(0, T ;V2
1 (0, ℓ)), uttt ∈ L2(0, T ;L2(0, ℓ)) :

∥uttt∥2L2(0,T ;L2(0,ℓ)) ≤
C2

5

2ρ0
exp(C2

5T )∥g∥2H2(0,T ), (3.33)

where

C2
5 :=

2

κ0
max

(
2(1 + T )(ℓ3 + 3)

3κ0
,

[
κ0ℓ

3

2(ℓ3 + 3)
+ 2r1 +

2Tr21(ℓ
3 + 3)

3κ0

])
.

Proof. Multiply equation (3.1) by 2uxxxxt, integrate over (0, ℓ)× (0, t) and apply Cauchy’s
ϵ-inequality with ϵ = κ0/6, where κ0 is given in (3.14), we arrive at∫ ℓ

0

r(x)u2xxxx(t)dx+ κ0

∫ t

0

∫ ℓ

0

u2xxxxτdxdτ

≤ 6

κ0

[ ∫ t

0

∫ ℓ

0

ρ2u2ττdxdτ +

∫ t

0

∫ ℓ

0

µ2u2τdxdτ + 4

∫ t

0

∫ ℓ

0

(r′)2u2xxxdxdτ

+4

∫ t

0

∫ ℓ

0

(κ′)2u2xxxτdxdτ +

∫ t

0

∫ ℓ

0

(r′′)2u2xxdxdτ +

∫ t

0

∫ ℓ

0

(κ′′)2u2xxτdxdτ
]

=:
6

κ0

6∑
i=1

Ii. (3.34)

Notice that,

I3 ≤ 4

∫ t

0

∥r′∥2L∞(0,ℓ)∥uxxx(τ)∥2L2(0,ℓ)dτ ≤ 4C̄∥r′∥2H1(0,ℓ)∥uxxx∥2L2(0,T ;L2(0,ℓ)). (3.35)
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Similarly,
I4 ≤ 4C̄κ22∥uxxxt∥2L2(0,T ;L2(0,ℓ)),

where we used the fact that H1(0, ℓ) is continuously embedded in L∞(0, ℓ), that is,

∥u∥L∞(0,ℓ) ≤ C̄(ℓ)∥u∥H1(0,ℓ), C̄(ℓ) =
√
2max{1/

√
ℓ, ℓ},

(see, Theorem 1.3). Further, the integrals I5 and I6 can be estimated as follows

I5 ≤
∫ t

0

∥uxx(τ)∥2L∞(0,ℓ)∥r′′∥2L2(0,ℓ)dτ ≤ C̄r22∥u∥2L2(0,t;H3(0,ℓ))

= C̄r22

(
∥u∥2L2(0,t;V2

1 (0,ℓ))
+∥uxxx∥2L2(0,t;L2(0,ℓ))

)
,

I6 ≤ C̄κ22∥ut∥2L2(0,t;H3(0,ℓ)) = C̄κ22

(
∥ut∥2L2(0,t;V2

1 (0,ℓ))
+∥uxxxτ∥2L2(0,t;L2(0,ℓ))

)
.

By invoking the result in Theorem 1.4, let us estimate the integrals ∥uxxx∥2L2(0,T ;L2(0,ℓ)) and
∥uxxxt∥2L2(0,T ;L2(0,ℓ)). For any ϵ1 > 0, we obtain that

∫ t

0

∫ ℓ

0

u2xxxτdxdτ ≤ 2ϵ1

∫ t

0

∫ ℓ

0

u2xxxxτdxdτ + C̃(ϵ1, ℓ)

∫ t

0

∫ ℓ

0

u2τdxdτ, (3.36)

and similar estimate holds for ∥uxxx∥2L2(0,T ;L2(0,ℓ)) with ϵ2 > 0. Using the above estimates
(3.35)-(3.36) in (3.34) and choosing ϵ1 = κ20/(120κ

2
2C̄), ϵ2 = 1/2, we obtain

6∑
i=1

Ii ≤ 6

κ0

(
ρ21∥utt∥2L2(0,T ;L2(0,ℓ)) +

(
µ2
1 + C̄κ22(1 + 5C̃)

)
∥ut∥2L2(0,T ;V2

1 (0,ℓ))

+C̄r22(1 + 5C̃) ∥u∥2L2(0,T ;V2
1 (0,ℓ))

+ 5C̄r22

∫ t

0

∫ ℓ

0

u2xxxx dxdτ

)
+
κ0
2

∫ t

0

∫ ℓ

0

u2xxxxτ dxdτ.

Making use of the estimates (3.17)-(3.19), we further have

r0

∫ ℓ

0

u2xxxx(t)dx +
κ0
2

∫ t

0

∫ ℓ

0

u2xxxxτdxdτ

≤ C2
2∥g′∥2L2(0,T ) +

30C̄r22
κ0

∫ t

0

∫ ℓ

0

u2xxxxdxdτ, (3.37)
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with the constant

C2
2 =

6ℓ3(1 + T )

κ0
×max

(
ρ21C

2
1

2ρ0
,
4C̄r22(1 + 5C̃)C∗C2

0

3r20
,

[
µ2
1 + (1 + 5C̃)C̄κ22

] C∗(C2
0 + 1)

3r0κ0

)
.

Applying Grönwall’s inequality and then integrating over (0, T ) , we get

∥uxxxx∥2L2(0,T ;L2(0,ℓ)) ≤ C2
3∥g′∥2L2(0,T ), (3.38)

where C2
3 =

C2
2κ0

30C̄r22

[
exp

(
30C̄r22
κ0r0

T
)
− 1
]
. Next, let us note that

∥u∥2L2(0,T ;H4(0,ℓ)) = ∥u∥2L2(0,T ;H3(0,ℓ)) + ∥uxxxx∥2L2(0,T ;L2(0,ℓ)), (3.39)

∥ut∥2L2(0,T ;H4(0,ℓ)) = ∥ut∥2L2(0,T ;H3(0,ℓ)) + ∥uxxxxt∥2L2(0,T ;L2(0,ℓ)). (3.40)

To estimate the first term on the right-hand side of (3.39), we use Ehrling’s lemma (see,
Theorem 1.5), that for any ϵ3 > 0, there existC(ϵ3) such that for any u ∈ L2(0, T ;H4(0, ℓ)),

we get

∥u∥2L2(0,T ;H3(0,ℓ)) ≤ ϵ3∥u∥2L2(0,T ;H4(0,ℓ)) + C(λ3)∥u∥2L2(0,T ;L2(0,ℓ)).

Choosing ϵ3 = 1
2
, substituting this into (3.39) and using (3.38), 3.17, we obtain

∥u∥2L2(0,T ;H4(0,ℓ)) ≤ 2

(
C2

3 +
4CC∗C2

0

3r20
(1 + T )ℓ3

)
∥g′∥2L2(0,T ). (3.41)

The second consequence of (3.37) and (3.38) is the following

∥uxxxxt∥2L2(0,T ;L2(0,ℓ)) ≤
2

κ0

(
C2

2 +
30C̄C2

3r
2
2

κ0

)
∥g′∥2L2(0,T ).

Again invoking Ehrling’s lemma for ut ∈ L2(0, T ;H4(0, ℓ)), (3.40) and 3.18, we get

∥ut∥2L2(0,T ;H4(0,ℓ)) ≤ C2
4∥g′∥2L2(0,T ), (3.42)

where C2
4 = 2

κ0

(
2
(
C2

2 +
30C̄C2

3r
2
2

κ0

)
+

CC∗(C2
0+1)ℓ3(1+T )

3r0

)
. Consequently, from (3.41) and

(3.42), we infer that u ∈ H1(0, T ;H4(0, ℓ)).

To estimate ∥uttt∥2L2(0,T ;L2(0,ℓ)) and ∥uxxtt∥2L2(0,T ;L2(0,ℓ)), we proceed as follows.
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Formally differentiate (3.1) with respect to time and multiply by 2uttt, use the crucial iden-
tities

2
(
r(x)uxx

)
xxt
uttt ≡ 2

[
(r(x)uxx)xtuttt − r(x)uxxtuxttt

]
x
+ 2r(x)uxxtuxxttt,

2
(
κ(x)uxxt

)
xxt
uttt ≡ 2

[
(κ(x)uxxt)xtuttt − κ(x)uxxttuxttt

]
x
+ κ(x)(u2xxtt)t,

and integrate over (0, ℓ)× (0, t), t ∈ (0, T ). Then integrating by parts using the initial and
boundary conditions of (3.1), we obtain∫ ℓ

0

(
µ(x)utt(t)

2 + κ(x)uxxtt(t)
2
)
dx+ 2

∫ t

0

∫ ℓ

0

ρ(x)u2τττdxdτ

= −2

∫ t

0

∫ ℓ

0

r(x)(uxxτuxxτττ ) dxdτ + 2

∫ t

0

g′(τ)uτττ (ℓ, τ) dτ

+

∫ ℓ

0

µ(x)u2tt(x, 0
+)dx+

∫ ℓ

0

κ(x)u2xxtt(x, 0
+)dx. (3.43)

Let us evaluate the third and fourth right-hand side integrals by using the initial data given
in (3.1). First, we deduce that∫ ℓ

0

µ(x)u2tt(x, 0
+)dx =

∫ ℓ

0

µ(x)

ρ2(x)

(
µ(x)ut(x, 0

+) + (r(x)uxx(x, 0
+))xx

+(κ(x)uxxt(x, 0
+))xx

)2
dx = 0,

since ut(x, 0+) = uxx(x, 0
+) = uxxt(x, 0

+) = 0. Similarly, we also obtain that∫ ℓ

0

κ(x)u2xxtt(x, 0
+)dx = 0.

Now the integration by parts with respect to time over the first two right-hand side
integrals of (3.43) leads to the following

−2

∫ t

0

∫ ℓ

0

r(x)(uxxτuxxτττ ) dxdτ + 2

∫ t

0

g′(τ)uτττ (ℓ, τ) dτ

= 2g′(t)utt(ℓ, t)− 2

∫ t

0

g′′(τ)uττ (ℓ, τ)dτ + 2

∫ t

0

∫ ℓ

0

r(x)u2xxττdxdτ

−2

∫ ℓ

0

r(x)uxxt(t)uxxtt(t)dx. (3.44)

By substituting the identity (3.44) into (3.43), applying the trace inequalities (3.21), (3.22)
and Cauchy’s inequality, we obtain that
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∫ ℓ

0

κ(x)uxxtt(t)
2dx+ 2

∫ t

0

∫ ℓ

0

ρ(x)u2τττdxdτ

≤ 1 + T

ϵ

∫ t

0

g′′(τ)2dτ +
(ℓ3ϵ

3
+ ϵ
)∫ ℓ

0

uxxtt(t)
2dx

+
(ℓ3ϵ

3
+ 2r1

)∫ t

0

∫ ℓ

0

u2xxττ dxdτ +
r21
ϵ

∫ ℓ

0

uxxt(t)
2dx.

Taking ϵ = 3κ0
2(ℓ3+3)

and employing the trace inequality u2xxt(t) ≤ T
∫ t
0
u2xxττdτ give

κ0
2

∫ ℓ

0

uxxtt(t)
2dx+ 2ρ0

∫ t

0

∫ ℓ

0

u2τττdxdτ ≤ 2(1 + T )(ℓ3 + 3)

3κ0

∫ t

0

g′′(τ)2dτ

+

(
κ0ℓ

3

2(ℓ3 + 3)
+ 2r1 +

2Tr21(ℓ
3 + 3)

3κ0

)∫ t

0

∫ ℓ

0

u2xxττ dxdτ. (3.45)

By setting C2
5 := 2

κ0
max

(
2(1+T )(ℓ3+3)

3κ0
,
[

κ0ℓ3

2(ℓ3+3)
+ 2r1 +

2Tr21(ℓ
3+3)

3κ0

])
, and applying

Grönwall’s inequality, we get
∫ ℓ
0
uxxtt(t)

2dx ≤ C2
5∥g′′∥2L2(0,T ) exp(C

2
5 t). This implies that

∥uxxtt∥2L2(0,T ;L2(0,ℓ)) ≤ ∥g′′∥2L2(0,T )

[
exp(C2

5T )− 1
]
. (3.46)

Substituting (3.46) into (3.45), we conclude the proof of the estimate (3.33).

Theorem 3.3. Let the conditions of Theorem 3.2 hold. Additionally assume that, the input

g(t) and the coefficients meet the following regularity and consistency conditions:
r, κ ∈ H4(0, ℓ), ∥r∥H4(0,ℓ) ≤ r3, ∥κ∥H4(0,ℓ) ≤ κ3

ρ, µ ∈ H2(0, ℓ), ∥ρ∥H2(0,ℓ) ≤ ρ2, ∥µ∥H2(0,ℓ) ≤ µ2

g ∈ H3(0, T ), g(0) = g′(0) = g′′(0) = 0.

Then for the regular weak solution with improved regularity, we have the enhanced regu-

larity u ∈ H1(0, T ;H6(0, ℓ)), utt ∈ L2(0, T ;H4(0, ℓ)), uttt ∈ L2(0, T ;V2
1 (0, ℓ)), utttt ∈

L2(0, T ;L2(0, ℓ)), and the estimate

∥utttt∥2L2(0,T ;L2(0,ℓ)) ≤
C2

5

2ρ0
exp(C2

5T )∥g∥2H3(0,T ). (3.47)

Proof. The proof of this theorem can be completed by following the lines of arguments of
Theorem 3.2.
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Remark 3.1. From Theorem 3.1 to Theorem 3.3 it follows that the weak and regular
weak solutions of the Euler-Bernoulli beam equation with Kelvin-Voigt damping term
(κ(x)uxxt)xx) has more enhanced regularity property than corresponding weak solutions
of this equation without this term.

3.2 Solvability of regularized inverse problems

In this section, using the regularity of the solution to the direct problem (3.1), we prove the
compactness as well as the Lipschitz continuity of the input-output operators Φ and Ψ. The
lower semi-continuity of the Tikhonov functionals J1 and J2 will result from the Lipschitz
continuity of operators which lead to the existence of a minimizer for these functionals.
This will in turn solve IBVP-1 and IBVP-2.

3.2.1 Ill-posedness of the problems IBVP-1 and IBVP-2

In order to attain the compactness of the input-output operator Ψ associated with IBVP-2,
we are employing more regularity on the solution to the direct problem (3.1) as stated in
Theorem 3.2. The proof of Theorem 3.2 requires only H2(0, T ) regularity of admissible
source inputs, instead of H3(0, T ) regularity introduced in (3.9), as follows

G2 = {g ∈ H2(0, T ) : g(0) = g′(0) = 0, ∥g∥H2(0,T ) ≤ K2}.

But one may notice that the Lipschitz continuity of Ψ can be proved on the admissible
source G1 itself.

Proposition 3.1. Suppose the conditions of Theorem 3.2 hold. Then the Neumann-Dirchlet

operator Φ : G1 ⊂ H1(0, T ) 7→ L2(0, T ) and Neumann-Neumann operator Ψ : G2 ⊂
H2(0, T ) 7→ L2(0, T ) defined by (3.4), (3.9) respectively are compact operators. Further-

more Φ and Ψ are Lipschitz continuous:

∥Φ(g1)− Φ(g2)∥L2(0,T ) ≤ L0∥g1 − g2∥H1(0,T ), ∀ g1, g2 ∈ G1,

∥Ψ(g1)−Ψ(g2)∥L2(0,T ) ≤ L1∥g1 − g2∥H1(0,T ), ∀ g1, g2 ∈ G1, (3.48)

with the Lipschitz constants

L2
0 =

4ℓ6(1+T )C2
0

9r20
, L2

1 = C2
7

[
1 +

(
C∗(C2

0+1)
3κ0r0

+
C2

1

2ρ0

)
(1 + T )ℓ3

]
, where

C2
7 = 2ℓ2max

(
1, 2ℓ

3
(ρ21 + µ2

1)
)

and C∗, C0 > 0 are the constants defined in Theorem 3.1.

52



Proof. Using the similar arguments given in Lemma 3 and Lemma 5 of [47], we can show
that the input-output operator Φ is compact and Lipschitz continuous with Lipschitz con-
stant L0. We only show that the input-output operator Ψ is compact and Lipschitz continu-
ous with Lipschitz constant L1.

Denote by {u(m)(x, t)}, where u(m)(x, t) := u(x, t; gm), the sequence of regular weak
solutions of (3.1) corresponding to the sequence of inputs {gm} ⊂ G2, m = 1, 2, ...,
bounded in the norm of H2(0, T ). Then −(r(0)u

(m)
xx (0, t) + κ(0)u

(m)
xxt (0, t)) denotes the

sequence of corresponding outputs. We need to prove that this sequence is relatively
compact in L2(0, T ), that is, by Rellich-Kondrachov compactness theorem (see, Theorem
1.1), it is enough to show that the above sequence of outputs is bounded in the norm of
H1(0, T ). To this end, we estimate the norms ∥r(0)u(m)

xx (0, ·) + κ(0)u
(m)
xxt (0, ·)∥L2(0,T ) and

∥r(0)u(m)
xxt (0, ·) + κ(0)u

(m)
xxtt(0, ·)∥L2(0,T ).

Using the identity

r(0)u(m)
xx (0, t) + κ(0)u

(m)
xxt (0, t) = ℓgm(t) +

∫ ℓ

0

x
[
ρ(x)u

(m)
tt + µ(x)u

(m)
t

]
dx, (3.49)

which is obtained as a result of integrating (3.1) first over the interval (x, ℓ) and then over
the interval (0, ℓ), and applying Hölder’s inequality, we deduce that

∥r(0)u(m)
xx (0, .) + κ(0)u

(m)
xxt (0, .)∥2L2(0,T )

≤ C2
7

(
∥gm∥2L2(0,T ) + ∥u(m)

tt ∥2L2(0,T ;L2(0,ℓ)) + ∥u(m)
t ∥2L2(0,T ;L2(0,ℓ))

)
, (3.50)

where C2
7 = 2ℓ2max{1, 2ℓ

3
(ρ21 + µ2

1)}. We infer from the estimates (3.18) and (3.19) that
left-hand-side norm in (3.50) is bounded in the norm of L2(0, T ).

Next, using the analogue

r(0)u
(m)
xxt (0, t) + κ(0)u

(m)
xxtt(0, t) = ℓg′m(t) +

∫ ℓ

0

x
[
ρ(x)u

(m)
ttt + µ(x)u

(m)
tt

]
dx

of identity (3.49), we deduce the estimate

∥r(0)u(m)
xxt (0, .) + κ(0)u

(m)
xxtt(0, .)∥2L2(0,T )

≤ C2
7

(
∥g′m∥2L2(0,T ) + ∥u(m)

ttt ∥2L2(0,T ;L2(0,ℓ)) + ∥u(m)
tt ∥2L2(0,T ;L2(0,ℓ))

)
, (3.51)

with the same constant C7 > 0. By the estimates (3.19) and (3.33), the left-hand-side norm
in (3.51) is also bounded in the norm of L2(0, T ).
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Thus, estimates (3.50) and (3.51) imply that r(0)u(m)
xx (0, t) + κ(0)u

(m)
xxt (0, t) is bounded

in the norm of H1(0, T ). This implies that Ψ is a compact operator.

In order to prove the Lipschitz continuity of Ψ, we proceed as follows. Let g1, g2 ∈
G1 be the given inputs and u(x, t; g1), u(x, t; g2) be the corresponding solutions of direct
problem (3.1). Then δu(x, t) = u(x, t; g1)− u(x, t; g2) solves the problem

ρ(x)δutt + µ(x)δut + (r(x)δuxx)xx + (κ(x)δuxxt)xx = 0, (x, t) ∈ ΩT ,

δu(x, 0) = 0, δut(x, 0) = 0, x ∈ (0, ℓ),

δu(0, t) = 0, δux(0, t) = 0, t ∈ [0, T ],

[r(x)δuxx + κ(x)δuxxt]x=ℓ = 0,

−
[(
r(x)δuxx + κ(x)δuxxt

)
x

]
x=ℓ

= δg(t), t ∈ [0, T ],

(3.52)

where δg(t) = g1(t)− g2(t). By the definition of input-output operator Ψ,

∥Ψ(g1)−Ψ(g2)∥2L2(0,T ) = ∥r(0)δuxx(0, .) + κ(0)δuxxt(0, .)∥2L2(0,T ).

Using estimate (3.50) to the solution δu(x, t) of problem (3.52) we arrive at the desired
estimate (3.48). Hence the proof.

The compactness of input-output operators Φ and Ψ means to the ill-posedness of both
inverse problems IBVP1 and IBVP2 (see,[40] and also, [50], Lemma 1.3.1).

3.2.2 Existence and uniqueness of solutions to the minimization prob-
lems

Using the Lipschitz continuity of the input-output operators Φ and Ψ, we show that the
existence and uniqueness of minimizer for the functionals J1α and J2α corresponding to
IBVP-1 and IBVP-2 respectively.

Theorem 3.4. Suppose the conditions (3.14) hold true. Then, both minimization problems

(3.6) and (3.11) have a solution on the admissible source of inputs G1.

Proof. We only prove the existence of minimizer for the functional J2. By the same argu-
ments, it can be proved for J1 as well.
Let u(x, t; g1), u(x, t; g2) be the solutions of (3.1) corresponding to the inputs g1, g2 ∈ G1

respectively. Then the function δu(x, t) solves the problem (3.52) with input
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δg(t) = g1(t)− g2(t). Since∣∣∣J2(g1)− J2(g2)
∣∣∣2 = ∣∣∣√J2(g1) +

√
J2(g2)

∣∣∣2∣∣∣√J2(g1)−
√

J2(g2)
∣∣∣2, (3.53)

and appealing to the estimate (3.48), we get∣∣∣√J2(g1)−
√

J2(g2)
∣∣∣2 = 1

2

∣∣∣∥Ψ(g1)− ω∥L2(0,T ) − ∥Ψ(g2)− ω∥L2(0,T )

∣∣∣2
≤ 1

2
∥Ψ(g1)−Ψ(g2)∥2L2(0,T ) ≤

L2
1

2
∥g1 − g2∥2H1(0,T ), (3.54)

where L2
1 is defined in Proposition 3.1. Using the same step done for (3.50), we can show

from (3.18) and (3.19) that

∥Ψ(gm)∥2L2(0,T ) ≤ C2
7

(
∥gm∥2L2(0,T ) + ∥utt(., .; gm)∥2L2(0,T ;L2(0,ℓ))

+∥ut(., .; gm)∥2L2(0,T ;L2(0,ℓ))

)
≤ L2

1 ∥gm∥2H1(0,T ), (3.55)

m = 1, 2. Applying triangle inequality and (3.55) , we obtain∣∣∣√J2(g1) +
√

J2(g2)
∣∣∣2 ≤ 2

(
∥Ψ(g1)∥2L2(0,T ) + ∥Ψ(g2)∥2L2(0,T ) + 2∥ω∥2L2(0,T )

)
≤ 4

(
L2
1 K+ ∥ω∥2L2(0,T )

)
, (3.56)

since ∥gm∥2H1(0,T ) ≤ K, for m = 1, 2. Consequently, (3.53), (3.54) and (3.56) will lead to
the estimate∣∣∣J2(g1)− J2(g2)

∣∣∣2 ≤ 2L2
1

(
L2
1 K+ ∥ω∥2L2(0,T )

)
∥g1 − g2∥2H1(0,T ),

whence the functional J2 is weakly lower-semi continuous on a nonempty closed convex
set G1 ([101], Section 2.5, Lemma 5). Hence by the generalized Weierstrass theorem (see,
Theorem 1.8) the functional J2(g) has a minimizer g ∈ G1.

Remark 3.2. By a careful inspection, we note that the existence of solutions to IBVP-2 in
Theorem 3.4 is proved with inputs only in G1, but not with G3 defined in (3.9). Further, the
following Corollary 3.1 can also be proved for the Tikhonov functionals J1α and J2α with
regularizer ∥g∥2L2(0,T ) instead of ∥g′∥2L2(0,T ) and ∥g′′′∥2L2(0,T ), and also can be justified that
both IBVP-1, IBVP-2 have unique solutions on G1.

Corollary 3.1. Assume that the conditions (3.14) hold true. Then the regularized Tikhonov
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functionals J1α(g), J2α(g) defined by (3.7) and (3.12) have a unique minimizer on G1 and

G3, respectively.

Proof. By Theorem 3.4, the functional J1(g) is lower semi-continuous. Further, the regu-
larized Tikhonov functional J1α(gn) corresponding to gn defined in (3.7) satisfy J1α(g) ≤
lim infn→∞ J1α,n(g), as gn ⇀ g in G1, whence J1α(g) is lower semi-continuous. By the
linearity of direct problem (3.1), we have

u(x, t; νg1 + (1− ν)g2) = νu(x, t; g1) + (1− ν)u(x, t; g2), ν ∈ (0, 1),

and hence, one can get that

J1α(νg1 + (1− ν)g2) = J1(νg1 + (1− ν)g2) +
α

2
∥νg′1 + (1− ν)g′2∥2L2(0,T )

< νJ1α(g1) + (1− ν)J1α(g2),∀ g1, g2 ∈ G1, ν ∈ (0, 1).

It shows that the functional J1α(g) is strictly convex on G1. By combining the above ar-
guments and using the generalized Weierstrass theorem, we conclude that the functional
J1α(g) has a unique minimizer. By the similar arguments, we can prove that the regular-
ized functional J2α defined by (3.12) has a unique minimizer in admissible source inputs
G3.

Remark 3.3. We can directly prove the uniqueness result for the IBVP-1 as follows. Let
g1, g2 ∈ G1 be two arbitrary given functions and uk(x, t) := u(x, t; gk), k = 1, 2, be the
corresponding solutions of direct problem (3.1). Suppose that there exist two functions
g1, g2 ∈ G1, which are not identically zero such that g1(t) ̸= g2(t), but the measurements
ν1(t) = ν2(t), ∀ t ∈ [0, T ], where we recall that ν1(t) = u1(ℓ, t), ν2(t) = u2(ℓ, t). Then the
function z(x, t) = u1(x, t) − u2(x, t) solves the initial boundary value problem (3.1) with
g(t) replaced by g̃(t) = g1(t)− g2(t). Now consider the equation

ρ(x)ztt + µ(x)zt + (r(x)zxx)xx + (κ(x)zxxt)xx = 0. (3.57)

Multiply (3.57) by 2zt(x, t), use the formal identities (3.20), then integrating by parts, using
the initial and boundary conditions, we obtain the following integral identity∫ ℓ

0

(
ρ(x)zt(t)

2 + r(x)z2xx(t)
)
dx+ 2

∫ t

0

∫ ℓ

0

µ(x)(zt)
2dxdτ

+2

∫ t

0

∫ ℓ

0

κ(x)(zxxt)
2dxdτ = 2g̃(t)z(ℓ, t)− 2

∫ t

0

g̃′(τ)z(ℓ, τ). (3.58)
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By the above assumption z(ℓ, t) = u1(ℓ, t) − u2(ℓ, t) = 0, t ∈ [0, T ], which implies that
right-hand side in (3.58) is zero. Since the initial and boundary conditions are homoge-
neous, z(x, t) ≡ 0, (x, t) ∈ ΩT . This contradiction completes the uniqueness of IBVP-1.

Since for the IBVP-2, we consider measured data as bending moment ω(t) (see, (3.8))
the identity (3.58) cannot be used for the uniqueness of the solution. Hence, it seems that
one cannot directly get the uniqueness of the solution to the IBVP-2.

3.3 Fréchet differentiability of the Tikhonov functionals

In this section, we show that the functionals J1(g) and J2(g) are Fréchet differentiable on
the admissible sources G1 and G3, respectively. The Fréchet derivatives are expressed in
terms of the weak solutions of associated adjoint problems with boundary data given in
terms of measured data (3.2) and (3.10).

For any g, δg ∈ G1 and g, δg ∈ G3 the increments of the respective functionals J1(g)

and J2(g) denoted by δJm(g) = Jm(g + δg) − Jm(g), m = 1, 2 satisfies the following
identities

δJ1(g) =

∫ T

0

[u(ℓ, t; g)− ν(t)] δu(ℓ, t)dt+
1

2

∫ T

0

δu(ℓ, t)2dt,

δJ2(g) =

∫ T

0

(
r(0)uxx(0, t; g) + κ(0)uxxt(0, t; g) + ω(t)

)(
r(0)δuxx(0, t)

+κ(0)δuxxt(0, t)
)
dt

+
1

2

∫ T

0

(
r(0)δuxx(0, t) + κ(0)δuxxt(0, t)

)2
dt,

where δu(x, t) := u(x, t, g + δg)− u(x, t, g) solves the problem (3.52).

The following lemma shows the representation of first integral of δJ1(g) and δJ2(g) in
terms of solution of associated adjoint problems.

Lemma 3.1. Let assumptions (3.14) hold true. Then the following integral relationships

between the direct and adjoint problems hold:

(i1) For any g, δg ∈ G1 of IBVP-1, we have∫ T

0

δu(ℓ, t)ξ(t)dt =

∫ T

0

ϕ(ℓ, t)δg(t)dt, (3.59)
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where ϕ(x, t) is the solution of adjoint problem

ρ(x)ϕtt − µ(x)ϕt + (r(x)ϕxx)xx − (κ(x)ϕxxt)xx = 0, (x, t) ∈ ΩT ,

ϕ(x, T ) = 0, ϕt(x, T ) = 0, x ∈ (0, ℓ),

ϕ(0, t) = 0, ϕx(0, t) = 0, t ∈ [0, T ],

[r(x)ϕxx − κ(x)ϕxxt]x=ℓ = 0,[(
− r(x)ϕxx + κ(x)ϕxxt

)
x

]
x=ℓ

= ξ(t), t ∈ [0, T ],

(3.60)

with Neumann input ξ ∈ L2(0, T ) and δu is the solution of (3.52).

(i2) For any g, δg ∈ G3 of IBVP-2, we get∫ T

0

(
r(0)δuxx(0, t) + κ(0)δuxxt(0, t)

)
Θ(t)dt =

∫ T

0

φ(ℓ, t)δg(t)dt, (3.61)

where φ(x, t) is the solution of the adjoint problem

ρ(x)φtt − µ(x)φt + (r(x)φxx)xx − (κ(x)φxxt)xx = 0, (x, t) ∈ ΩT ,

φ(x, T ) = 0, φt(x, T ) = 0, x ∈ (0, ℓ),

φ(0, t) = 0, φx(0, t) = Θ(t), t ∈ [0, T ],

[r(x)φxx − κ(x)φxxt]x=ℓ = 0,[(
− r(x)φxx + κ(x)φxxt

)
x

]
x=ℓ

= 0, t ∈ [0, T ],

(3.62)

with Dirichlet input Θ ∈ L2(0, T ).

Proof. Multiplying the adjoint equation (3.60) by δu(x, t), integrating over (0, T )× (0, ℓ),

integrating by parts and applying data values of (3.52) and (3.60), one may get∫ T

0

∫ ℓ

0

(
ρ(x)δutt + µ(x)δut + (r(x)δuxx)xx + (κ(x)δuxxt)xx

)
ϕ(x, t) dxdt

−
∫ T

0

ξ(t)δu(ℓ, t)dt+

∫ T

0

δg(t)ϕ(ℓ, t)dt = 0. (3.63)

On the other hand, multiplying (3.52) by ϕ and integrating over (0, T ) × (0, ℓ), we notice
that the first integral of (3.63) is zero, which gives (3.59).

Next, multiplying the first equation of (3.62) by δu(x, t), integrate over (0, T )× (0, ℓ),
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and utilizing the initial and boundary conditions of (3.62) and (3.52), we get∫ T

0

∫ ℓ

0

(
ρ(x)δutt + µ(x)δut + (r(x)δuxx)xx + (κ(x)δuxxt)xx

)
φ(x, t) dxdt

−
∫ T

0

Θ(t)
(
r(0)δuxx(0, t) + κ(0)δuxxt(0, t)

)
dt+

∫ T

0

δg(t)φ(ℓ, t)dt = 0. (3.64)

Again from equation (3.52), we can conclude that the first integral of (3.64) becomes zero,
which leads to (3.61). Hence the proof.

In virtue of Theorem 3.1, if the arbitrary Neumann input ξ(t) of adjoint problem (3.60)
satisfy the regularity and consistency condition ξ ∈ H1(0, T ), ξ(T ) = 0, then this adjoint
problem admits a unique weak solution ϕ ∈ H1(0, T ;V2

1 (0, ℓ)), ϕtt ∈ L2(0, T ;L2(0, ℓ))

as the change of variable t with τ = T − t shows. Also, ϕ(x, t) satisfies the estimates
(3.16)-(3.19). Indeed, we have

∥ϕxx∥2L2(0,T ;L2(0,ℓ)) ≤ 4C2
0

3r20
(1 + T ) ℓ3∥ξ′∥2L2(0,T ), (3.65)

∥ϕxxt∥2L2(0,T ;L2(0,ℓ)) ≤ (C2
0 + 1)

3κ0 r0
(1 + T )ℓ3 ∥ξ′∥2L2(0,T ), (3.66)

∥ϕt∥2L2(0,T ;V2
1 (0,ℓ))

≤ C∗(C2
0 + 1)

3κ0r0
(1 + T )ℓ3 ∥ξ′∥2L2(0,T ),

∥ϕtt∥2L2(0,T ;L2(0,ℓ) ≤ C2
1

2ρ0
(1 + T )ℓ3∥ξ′∥2L2(0,T ),

where the constants C2
0 , C

2
1 , C

∗, r0, κ0 and ρ0 are defined in Theorem 3.1.

The following theorem shows the necessary estimates for the weak solution φ(x, t) to
the adjoint problem (3.62).

Theorem 3.5. Suppose that conditions (3.14) hold true and the Dirichlet input Θ(t) satisfies

the regularity condition Θ ∈ H2(0, T ). Then there exists a weak solution φ(x, t) of (3.62)

satisfying the estimates

∥φt∥2L2(0,T ;L2(0,ℓ)) ≤ 2

(
C2

6(exp(T/ρ0)− 1) +
ℓ3

3

)
G(Θ), (3.67)

∥φxx∥2L2(0,T ;L2(0,ℓ)) ≤ TC2
6

r0
exp(T/ρ0) G(Θ), (3.68)

∥φxxt∥2L2(0,T ;L2(0,ℓ)) ≤ C2
6

2κ0
exp(T/ρ0) G(Θ), (3.69)
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where the constants

G(Θ) := ∥Θ′∥2L2(0,T ) + ∥Θ′′∥2L2(0,T ),

C2
6 =

2ℓ3

3

(
max(µ2

1, ρ
2
1) + ρ1max(1/T, T/3)

)
.

Proof. In order to transform the adjoint problem (3.62) into a problem with homogeneous
boundary condition, we use the transformation (see, Appendix C.3, [51] and also Section 3,
[85]) ψ(x, t) = φ(x, t)− xΘ(t), (x, t) ∈ (0, ℓ)× [0, T ). Then the function ψ(x, t) solves
the following problem

ρ(x)ψtt − µ(x)ψt + (r(x)ψxx)xx − (κ(x)ψxxt)xx

= xµ(x)Θ′(t)− xρ(x)Θ′′(t), (x, t) ∈ ΩT ,

ψ(x, T ) = −xΘ(T ), ψt(x, T ) = −xΘ′(T ), x ∈ (0, ℓ),

ψ(0, t) = 0, ψx(0, t) = 0, t ∈ [0, T ],

[r(x)ψxx − κ(x)ψxxt]x=ℓ = 0,[(
− r(x)ψxx + κ(x)ψxxt

)
x

]
x=ℓ

= 0, t ∈ [0, T ].

(3.70)

Multiply both sides of equation (3.70) by −2ψt(x, t), apply the identities

−2
(
r(x)ψxx

)
xx
ψt ≡ −2

[
(r(x)ψxx)xψt − r(x)ψxxψxt

]
x
− r(x)(ψ2

xx)t,

2
(
κ(x)ψxxt

)
xx
ψt ≡ 2

[
(κ(x)ψxxt)xψt + κ(x)ψxxtψxt

]
x
+ 2κ(x)(ψ2

xxt),

and integrating by parts using the initial and boundary conditions of (3.70), we obtain the
following energy inequality∫ ℓ

0

(
ρ(x)ψt(t)

2 + r(x)ψxx(t)
2
)
dx+ 2

∫ T

t

∫ ℓ

0

µ(x)ψ2
τ dxdτ

+2

∫ T

t

∫ ℓ

0

κ(x)(ψxxτ )
2 dxdτ

= 2

∫ T

t

∫ ℓ

0

(
xρ(x)Θ′′(τ)− xµ(x)Θ′(τ)

)
ψτ dxdτ +

∫ ℓ

0

ρ(x) (xΘ′(T ))
2
dx

≤
∫ T

t

∫ ℓ

0

ψ2
τ dxdτ + C̃2

6

∫ T

t

[Θ′(τ)2 +Θ′′(τ)2]dτ + ρ1
ℓ3

3
Θ′(T )2, (3.71)

where C̃2
6 = 2ℓ3

3
max(µ2

1, ρ
2
1). Using the identity Θ′(T ) = 1

T

∫ T
0
(tΘ′(t))t dt, we get

Θ′(T )2 ≤ 2

(
1

T
∥Θ′∥2L2(0,T ) +

T

3
∥Θ′′∥2L2(0,T )

)
. (3.72)
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We employ the inequality (3.72) in (3.71) to deduce that∫ ℓ

0

(
ρ(x)ψt(t)

2 + r(x)ψxx(t)
2
)
dx+ 2

∫ T

t

∫ ℓ

0

µ(x)ψ2
τ dxdτ + 2

∫ T

t

∫ ℓ

0

κ(x)ψ2
xxτdxdτ

≤
∫ T

t

∫ ℓ

0

ψ2
τ dxdτ + C2

6

[
∥Θ′∥2L2(0,T ) + ∥Θ′′∥2L2(0,T )

]
, (3.73)

where C2
6 = C̃2

6 + 2
3
ρ1ℓ

3max(1/T, T/3). Applying Gronwall’s inequality, we obtain the
first consequence of inequality (3.73) as follows∫ ℓ

0

ψt(t)
2dx ≤ C2

6

ρ0
exp((T − t)/ρ0)

[
∥Θ′∥2L2(0,T ) + ∥Θ′′∥2L2(0,T )

]
, (3.74)

and integrate (3.74) over (0, T ) to further obtain

∥ψt∥2L2(0,T ;L2(0,ℓ)) ≤ C2
6(exp(T/ρ0)− 1) G(Θ), (3.75)

where G(Θ) := ∥Θ′∥2L2(0,T ) + ∥Θ′′∥2L2(0,T ). Substituting (3.75) in (3.73), we get

∥ψxx∥2L2(0,T ;L2(0,ℓ)) ≤ TC2
6

r0
exp(T/ρ0) G(Θ), (3.76)

∥ψxxt∥2L2(0,T ;L2(0,ℓ)) ≤ C2
6

2κ0
exp(T/ρ0) G(Θ). (3.77)

Using the estimates (3.76), (3.77) and (1.16), we get ψ, ψt ∈ L2(0, T ;V2
1 (0, ℓ)). Since,

ψt + xΘ′(t) = φt(x, t), we obtain

∥φt∥2L2(0,T ;L2(0,ℓ)) ≤ 2∥ψt∥2L2(0,T ;L2(0,ℓ)) +
2ℓ3

3
∥Θ′∥2L2(0,T ), (3.78)

and
ψxx(x, t) = φxx(x, t), ψxxt(x, t) = φxxt(x, t).

The estimates (3.67)-(3.69) follow from (3.75)-(3.77) and (3.78). Hence the proof.

By applying the formal Lagrange multiplier method (see, [93], Section 3.1) for IBVP-2,
we obtain the actual input Θ(t) in (3.62) as follows

Θ(t) = r(0)uxx(0, t; g) + κ(0)uxxt(0, t; g) + ω(t), t ∈ [0, T ]. (3.79)

Hence as a result of integral identity (3.61), the following input-output relationship arises:
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∫ T

0

(
r(0)uxx(0, t) + κ(0)uxxt(0, t) + ω(t)

)(
r(0)δuxx(0, t) + κ(0)δuxxt(0, t)

)
dt

=

∫ T

0

φ(ℓ, t)δg(t)dt.

Thus the variation of the functional δJ2 can be derived through the solution φ(x, t) of the
adjoint problem (3.62) with the input (3.79) as follows:

δJ2(g)=

∫ T

0

φ(ℓ, t)δg(t)dt+
1

2

∫ T

0

(r(0)δuxx(0, t) + κ(0)δuxxt(0, t))
2 dt. (3.80)

Similarly, we consider the adjoint problem (3.60) with Dirichlet input

ξ(t) = u(ℓ, t; g)− ν(t), t ∈ [0, T ]. (3.81)

As in the case of IBVP-2, we also obtain that∫ T

0

[u(ℓ, t; g)− ν(t)] δu(ℓ, t) =

∫ T

0

ϕ(ℓ, t)δg(t)dt,

and

δJ1(g) =

∫ T

0

ϕ(ℓ, t)δg(t)dt+
1

2

∫ T

0

δu(ℓ, t)2dt. (3.82)

Let us now justify the substitutions (3.81) and (3.79) in the context of solutions of (3.60)
and (3.62), respectively. By invoking the theory developed in ([9]) to the backward prob-
lem (3.70) and Theorem 3.5, it follows that the weak solution φ ∈ H1([0, T ];V2

1 (0, ℓ)) of
problem (3.62) exists, if the input Θ(t) belongs to H2(0, T ). Furthermore, by Theorem
3.1, for the existence of the weak solution ϕ ∈ H1([0, T ];V2

1 (0, ℓ)) of problem (3.60), the
Neumann input ξ(t) should satisfy the regularity condition ξ ∈ H1(0, T ). In view of the
substitutions (3.81) and (3.79), we infer that the measured outputs ν(t), ω(t) and the out-
puts u(ℓ, t; g), −r(0)uxx(0, t; g) − κ(0)uxxt(0, t; g) should obey the following regularity
conditions:

ν ∈ H1(0, T ), ω ∈ H2(0, T ), (3.83)

u(ℓ, ·) ∈ H1(0, T ), −r(0)uxx(0, ·)− κ(0)uxxt(0, ·) ∈ H2(0, T ). (3.84)
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The conditions (3.83) mean that the measured outputs ν(t) and ω(t) should be more
regular, although both of them originally belong to the class L2(0, T ). In particular, the
Neumann measured output ω(t) requires more regularity than that of the Dirichlet measured
output ν(t). Furthermore, evidently for the weak solution of the direct problem (3.1), the
first condition of (3.84) holds. The identity

r(0)uxxtt(0, t) + κ(0)uxxttt(0, t)

= ℓg′′(t) +

∫ ℓ

0

x [ρ(x)utttt + µ(x)uttt] dx, ∀t ∈ [0, T ], (3.85)

for the Neumann output and Theorem 3.3 show that the second condition of (3.84) is also
satisfied for the regular weak solution with improved regularity.

Theorem 3.6. Let the conditions (3.14) hold true.

(i1) Assume that the Dirichlet measured output ν(t) satisfies the regularity condition

ν ∈ H1(0, T ). Then the Tikhonov functional J1(g) corresponding to the problem IBVP-1

is Fréchet differentiable on the set of admissible sources G1. Furthermore, for the Fréchet

derivative of this functional at g ∈ G1, the following gradient formula holds:

J ′
1(g)(t) = ϕ(ℓ, t; g, ξ), t ∈ (0, T ), (3.86)

where ϕ(x, t; g) is the weak solutions of the adjoint problem (3.60) with the input

ξ(t) = u(ℓ, t; g)− ν(t).

(i2) Assume that the conditions of Theorem 3.3 hold and g ∈ G3. Suppose in addition, the

Neumann measured output ω(t) satisfies the regularity condition ω ∈ H2(0, T ). Then the

Tikhonov functional J2(g) corresponding to the problem IBVP-2 is Fréchet differentiable

on G3. Moreover, the gradient formula

J ′
2(g)(t) = φ(ℓ, t; g,Θ), t ∈ (0, T ) (3.87)

holds through the weak solution φ(x, t; g,Θ) of the adjoint problem (3.62) with the input

Θ(t) = r(0)uxx(0, t; g) + κ(0)uxxt(0, t; g) + ω(t).

Proof. By employing the inequality (3.21) and estimate (3.25) to the solution δu(x, t) of
problem (3.52), we obtain from (3.82) that
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∣∣∣δJ1(g)−
∫ T

0

ϕ(ℓ, t)δg(t)dt
∣∣∣ =

1

2
∥δu(ℓ, .)∥2L2(0,T )

≤ ℓ3

6
∥δuxx∥2L2(0,T ;L2(0,ℓ))

≤ 2ℓ6(1 + T )C2
0

9r20
∥δg∥2H1(0,T ), (3.88)

where δg(t) = g1(t)− g2(t). As a consequence, we have∣∣∣δJ1(g)−
∫ T
0
ϕ(ℓ, t)δg(t)dt

∣∣∣
∥δg∥H1(0,T )

→ 0 as ∥δg∥H1(0,T ) → 0+.

This means the Fréchet differentiability of the functional J1.

Next, we consider formula (3.80) for the variation of the functional J2. Using estimate
(3.50) to the solution δu(x, t) of (3.70), and then estimates (3.18) and (3.19), we get

∣∣∣δJ2(g)−
∫ T

0

φ(ℓ, t)δg(t)dt
∣∣∣ = 1

2
∥r(0)δuxx(0, .) + κ(0)δuxxt(0, .)∥2L2(0,T )

≤ C2
7

2

(
∥δutt∥2L2(0,T ;L2(0,ℓ)) + ∥δut∥2L2(0,T ;L2(0,ℓ)) + ∥δg∥2L2(0,T )

)
≤ C2

8∥δg∥2H1(0,T ), (3.89)

where C2
8 =

C2
7

2

[
1 +

(
C2

1

2ρ0
+

C∗(C2
0+1)

3r0κ0

)
(1 + T )ℓ3

]
. This shows that

δJ2(g)−
∫ T
0
φ(ℓ, t)δg(t)dt

∥δg∥H1(0,T )

→ 0 as ∥δg∥H1(0,T ) → 0+.

Hence, the definition of the Fréchet derivative gives the formulas (3.86) and (3.87).

Remark 3.4. The gradient formulas (3.86) and (3.87) show that there is no need for the weak
solutions ϕ(x, t) and φ(x, t) of adjoint problems (3.60) and (3.62) with inputs (3.81) and
(3.79), respectively. Namely, these solutions need to satisfy only the conditions ϕx, φx ∈
L2(0, T ;L2(0, ℓ)). By introducing a weaker solution, as in ([41]) and ([47]), the above
conditions (3.83) and (3.84) can be weakened.

Corollary 3.2. Suppose the conditions of Theorem 3.6 hold true. Then the regularized

Tikhonov functionals J1α(g), J2α(g) defined in (3.7) and (3.12) are Fréchet differentiable
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on G1 and G3, respectively. The Fréchet derivatives are given by

J ′
1α(g)(t) = ϕ(ℓ, t; g, ξ) + αg′(t), ∀g ∈ G1 (3.90)

J ′
2α(g)(t) = φ(ℓ, t; g,Θ) + αg′′′(t), ∀g ∈ G3, (3.91)

where ϕ, φ ∈ H1(0, T ;V2
1 (0, ℓ)) are the weak solutions of the adjoint problems (3.60) and

(3.62) with boundary data ξ and Θ as in Theorem 3.6, respectively.

Proof. For any g, δg ∈ G1 and g, δg ∈ G3, the increment corresponding to the functionals
Jmα(g), m = 1, 2 are given by

δJ1α(g) =

∫ T

0

ϕ(ℓ, t)δg(t)dt+ α

∫ T

0

g′(t)δg′(t)dt+
α

2

∫ T

0

(δg′(t))2dt

+
1

2

∫ T

0

δu(ℓ, t)2dt, ∀g, δg ∈ G1,

δJ2α(g) =

∫ T

0

φ(ℓ, t)δg(t)dt+ α

∫ T

0

g′′′(t)δg′′′(t)dt+
α

2

∫ T

0

(δg′′′(t))2dt

+
1

2

∫ T

0

(
r(0)δuxx(0, t) + κ(0)δuxxt(0, t)

)2
dt, ∀g, δg ∈ G3.

By doing calculations similar to (3.88) and (3.89) of Theorem 3.6, we can show that the last
two integrals of δJmα, m = 1, 2 are of the orders O

(
∥δg∥2H1(0,T )

)
and O

(
∥δg∥2H3(0,T )

)
,

respectively. From the definition of Fréchet derivative, we obtain the desired results (3.90)
and (3.91).

3.4 Monotonicity of the gradient algorithm

The Lipschitz continuity of the Fréchet derivatives of functionals J1,J2 has an impor-
tant advantage when applying gradient-based methods to solve an inverse problem. In
particular, in the case of gradient type algorithms such as Landweber iteration algorithm
g(n+1)(x) = g(n)(x) − γnJ ′(g(n)(x)), n = 0, 1, 2, ..., or conjugate gradient algorithm ap-
plied to solve inverse problems, we may have trouble in predicting the relaxation parameter
γn > 0. Using the Lipschitz constants associated with the Lipschitz continuity of J ′

1,J ′
2,

the relaxation parameter can be calculated and that can be used to discuss the convergence
of the iterative scheme as well. The following result shows that J ′

1, J ′
2 are Lipschitz con-

tionus on G1 and G3 respectively.
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Proposition 3.2. Let the conditions of Theorem 3.6 hold true. Then the Fréchet gradients

of the functionals J ′
i (g), i = 1, 2, defined by (3.86) and (3.87) are Lipschitz continuous.

Moreover,

∥J ′
1(g + δg)− J ′

1(g)∥L2(0,T ) ≤ L2∥δg∥H1(0,T ), g, δg ∈ G1,

∥J ′
2(g + δg)− J ′

2(g)∥L2(0,T ) ≤ L3∥δg∥H3(0,T ), g, δg ∈ G3, (3.92)

where the Lipschitz constants

L2
2 =

C2
0

κ0r0
(C2

0 + 1)

(
2ℓ6

9r0
(1 + T )

)2

,

L2
3 =

(C2
7ℓ

3TC2
6

3r0
exp(T/ρ0)

)(
1 +

1

2ρ0

[
3C2

5 exp(C
2
5T ) + C2

1ℓ
3(1 + T )

])
,

whereC5, C6, C7 > 0 are the constants introduced in Theorem 3.2, Theorem 3.5 and Propo-

sition 3.1, respectively.

Proof. For any g, δg ∈ G1, from the Fréchet derivative (3.86) it is clear that

∥J ′
1(g + δg)− J ′

1(g)∥2L2(0,T ) =

∫ T

0

δϕ(ℓ, t)2dt,

where δϕ is the solution of (3.60) with data

δξ(t) = δu(ℓ, t) = u(ℓ, t; g + δg)− u(ℓ, t; g).

Applying the trace estimate (3.21) which holds for δϕ(ℓ, t), and the estimates (3.65), (3.28),
we obtain

∥J ′
1(g + δg)− J ′

1(g)∥2L2(0,T ) ≤ ℓ3

3
∥δϕxx∥2L2(0,T ;L2(0,ℓ)) ≤

4ℓ6

9r20
C2

0(1 + T )∥δξ′∥2L2(0,T )

≤ 4ℓ9

27r20
C2

0(1 + T )∥δuxxt∥2L2(0,T ;L2(0,ℓ))

≤ L2
2∥δg∥2H1(0,T ),

where L2
2 =

C2
0

κ0r0
(C2

0 + 1)
(

2ℓ6

9r0
(1 + T )

)2
. Next we prove that J ′

2(g) is Lipschitz continu-
ous. The gradient formula (3.87) and the trace inequality (3.21) lead to

∥J ′
2(g + δg)− J ′

2(g)∥2L2(0,T ) = ∥δφ(ℓ, .)∥2L2(0,T ) ≤
ℓ3

3
∥δφxx∥2L2(0,T ;L2(0,ℓ)),
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where δφ(x, t) is the solution of (3.62) with the boundary data δφx(0, t) = δΘ(t) =

(r(0)δuxx(0, t) + κ(0)δuxxt(0, t)) . By employing the estimate (3.68), one can get

∥J ′
2(g + δg)− J ′

2(g)∥2L2(0,T ) ≤
ℓ3TC2

6

3r0
exp(T/ρ0)

(
∥r(0)δuxxt(0, .)

+κ(0)δuxxtt(0, .)∥2L2(0,T ) + ∥r(0)δuxxtt(0, .) + κ(0)δuxxttt(0, .)∥2L2(0,T )

)
.

From the identity (3.85), it holds that

∥ (r(0)δuxx(0, .; g) + κ(0)δuxxt(0, .; g))tt ∥
2
L2(0,T )

≤ C2
7

(
∥δutttt∥2L2(0,T ;L2(0,ℓ)) + ∥δuttt∥2L2(0,T ;L2(0,ℓ)) + ∥δg′′∥2L2(0,T )

)
, (3.93)

where C7 is the constant defined in 3.50, and coupling with (3.51), we arrive at

∥J ′
2(g + δg)− J ′

2(g)∥2L2(0,T )

≤ C2
7ℓ

3TC2
6

3r0
exp(T/ρ0)

(
∥δg′′∥2L2(0,T ) + ∥δg′∥2L2(0,T ) + ∥δutttt∥2L2(0,T ;L2(0,ℓ))

+2∥δuttt∥2L2(0,T ;L2(0,ℓ)) + ∥δutt∥2L2(0,T ;L2(0,ℓ))

)
.

By the estimates (3.19), (3.47) and (3.33), we obtain the desired result (3.92).

Next, we discuss the convergence of Landweber iterative scheme. The sequence of
iterations {g(n)} ⊂ G1 of IBVP-1 and {g(n)} ⊂ G3 of IBVP-2 are defined by

g(n+1)(t) = g(n)(t)− γnJ ′
m(g

(n)(t)), m = 1, 2, n = 0, 1, 2, ..., (3.94)

where iteration parameter γn is given by the minimum problem

fn(γn) := inf
γ≥0

fn(γ), fn(γ) := J (g(n) − γJ ′
m(g

(n)))(t).

Proposition 3.3. Assume that the conditions of Proposition 3.2 hold true and let g(n) be the

iteration defined by (3.94) with γn = γ > 0. Then the following inequalities hold

J1(g
(n))− J1(g

(n+1)) ≥ 1

2L2

∥J ′
1(g

(n))∥2L2(0,T ),

J2(g
(n))− J2(g

(n+1)) ≥ 1

2L3

∥J ′
2(g

(n))∥2L2(0,T ), ∀ n = 0, 1, 2, ...,
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where L2 and L3 are the Lipschitz constants defined in Proposition 3.2. Moreover, the

sequence Jm(g(n)), m = 1, 2 is monotone decreasing convergent sequence with

limn→∞ ∥J ′
m(g

(n))∥L2(0,T ) = 0, m = 1, 2.

The proof follows from the similar arguments of Lemma 4.3 and Corollary 4.1 of [42].
Consequently, let us set J ∗

1 = J1(g
∗) = limn→∞ J1(g

(n)) be the limit of the sequence
J1(g

(n)). It is evident that the sequence of iterations {g(n)} ⊂ G1 of IBVP-1 weakly con-
verges to g∗ in L2(0, T ) . Similar, conclusions hold for IBVP-2 as well.

3.5 Stability estimates by variational methods

This section establishes a variational inequality, which has to be satisfied by an optimal
solution of the minimization problems (3.7) and (3.12). This variational inequality is the
key ingredient in deriving the stability estimates for the inverse problems. The stability
estimates for IBVP-1 and IBVP-2 are obtained through the regular solutions established
in Theorems 3.1,3.2 and 3.3 under a suitable smoothness of the boundary data g(t). This
forces us to introduce the more regularized Tikhonov functionals J1α(g) and J2α(g) as in
(3.7) and (3.12) with inputs in G1 and G3, respectively.

Proposition 3.4. Let (ū(ℓ, .), ḡ) and (−(r(0)ūxx(0, .) + κ(0)ūxxt(0, .)), ḡ) be the solutions

of IBVP-1 and IBVP-2 respectively. Then for the problem IBVP-1, the following variational

inequality holds∫ T

0

(gα(t)− ḡ(t))ϕ(ℓ, t; ḡ)dt+ α

∫ T

0

ḡ′(t) (g′α(t)− ḡ′(t)) dt ≥ 0, (3.95)

∀gα ∈ G1, while for the case of IBVP-2, it holds that∫ T

0

(gα(t)− ḡ(t))φ(ℓ, t; ḡ)dt+ α

∫ T

0

ḡ′′′(t) (g′′′α (t)− ḡ′′′(t)) dt ≥ 0, (3.96)

∀gα ∈ G3, where ϕ and φ are the weak solutions of the adjoint problems (3.60) and (3.62)

with data (3.81) and (3.79), respectively.

Proof. For any 0 ≤ γ ≤ 1, we choose an arbitrary element gα ∈ G1 such that gγ =

ḡ + γ(gα − ḡ) ∈ G1. The regularized Tikhonov functional corresponding to (uγ(ℓ, .), gγ) is
given by

J1α(gγ) =
1

2

∫ T

0

(uγ(ℓ, t; gγ)− ν(t))2 dt+
α

2

∫ T

0

(
g′γ(t)

)2
dt.
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Since the functional J1α(gγ) is Fréchet differentiable at gγ, we have

d

dγ

(
J1α (ḡ + γ(gα − ḡ))

)∣∣∣
γ=0

=

∫ T

0

(
uγ(ℓ, t; gγ)− ν(t)

)∂uγ
∂γ

|γ=0 dt

+α

∫ T

0

ḡ′(t) (g′α(t)− ḡ′(t)) dt. (3.97)

Considering the system (3.1) corresponding to the data gγ and setting

η =
∂uγ
∂γ

|γ=0,

we see that η(x, t) satisfies the system

ρ(x)ηtt + µ(x)ηt + (r(x)ηxx)xx + (κ(x)ηxxt)xx = 0, (x, t) ∈ ΩT ,

η(x, 0) = 0, ηt(x, 0) = 0, x ∈ (0, ℓ),

η(0, t) = 0, ηx(0, t) = 0, t ∈ [0, T ],

[r(x)ηxx + κ(x)ηxxt]x=ℓ = 0,

−
[(
r(x)ηxx + κ(x)ηxxt

)
x

]
x=ℓ

= gα(t)− ḡ(t), t ∈ [0, T ].

(3.98)

Since ḡ is the optimal solution, we obtain

d

dγ

(
J1α(ḡ + γ(gα − ḡ))

)∣∣∣
γ=0

≥ 0, ∀ gα ∈ G1.

Therefore, from (3.97) we have∫ T

0

[ū(ℓ, t; ḡ)− ν(t)] η(ℓ, t)dt+ α

∫ T

0

ḡ′(t) (g′α(t)− ḡ′(t)) dt ≥ 0, ∀ gα ∈ G1.

In virtue of the relationship

[ū(ℓ, t; ḡ)− ν(t)] = (−r(x)ϕxx + κ(x)ϕxxt)x |x=ℓ,

between the measured data and the adjoint solution ϕ of (3.60), one can rewrite∫ T

0

(−r(x)ϕxx + κ(x)ϕxxt)x |x=ℓ η(ℓ, t)dt+ α

∫ T

0

ḡ′(t) (g′α(t)− ḡ′(t)) dt ≥ 0. (3.99)

In order to express the first integral of (3.99) solely interms of solution of adjoint system,
we multiply equation (3.60) by η(x, t), integrating by parts and apply initial and boundary
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conditions, we get

−
∫ T

0

(−r(x)ϕxx + κ(x)ϕxxt)x |x=ℓ η(ℓ, t)dt

+

∫ ℓ

0

∫ T

0

(
ρ(x)ηtt + µ(x)ηt + (r(x)ηxx)xx + (κ(x)ηxxt)xx

)
ϕ(x, t)dtdx

+

∫ T

0

(gα(t)− ḡ(t))ϕ(ℓ, t)dt = 0.

Multiplying (3.98) by ϕ(x, t), integrating over (0, ℓ) × (0, T ), and using it in the previous
equation, we get∫ T

0

(−r(x)ϕxx + κ(x)ϕxxt)x |x=ℓ η(ℓ, t) dt =
∫ T

0

(gα(t)− ḡ(t))ϕ(ℓ, t)dt.

Substitution of this identity in (3.99) leads to the desired inequality (3.95).
By repeating the calculation for J2α(gγ) with the adjoint problem (3.62) and the input

(3.79), one can obtain the variational inequality (3.96) for IBVP-2. Hence the proof.

Next, we have the following stability estimate for the IBVP-1 in terms of the measured
data. We obtain a lower bound for the internal damping coefficient κ(x) which is sufficient
to obtain a Lipschitz type stability estimate for the shear force g(t).

Theorem 3.7. Suppose the assumptions (3.14) hold true. Let gα, ĝα ∈ G1 are unique

minimizers of the regularized Tikhonov functional J1α defined by (3.7) corresponding to the

measured outputs ν, ν̂ ∈ H1(0, T ), respectively. Suppose the internal damping coefficient

κ(x) satisfies the condition

κ(x) ≥
(√2T 2ℓ6 exp(T )(1 + T )

9r0

)
α−1 := κ0. (3.100)

Then the following stability estimate holds:

∥ĝα − gα∥2L2(0,T ) ≤ CST∥ν̂ ′ − ν ′∥2L2(0,T ), (3.101)

where CST = 9r0κ0T 2

ℓ6 exp(T )(1+T )
.

Proof. Take ḡ(t) = ĝα(t) in the variational inequality (3.95) to get∫ T

0

(gα(t)− ĝα(t))ϕ(ℓ, t; ĝα) dt + α

∫ T

0

ĝ′α(t) (g
′
α(t)− ĝ′α(t)) dt ≥ 0. (3.102)
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Similarly, we replace gα with ĝα(t) and ḡ with gα in (3.95) we get,∫ T

0

(ĝα(t)− gα(t))ϕ(ℓ, t; gα) dt + α

∫ T

0

g′α(t) (ĝ
′
α(t)− g′α(t)) dt ≥ 0. (3.103)

We deduce from (3.102) and (3.103) that

α

∫ T

0

(ĝ′α(t)− g′α(t))
2
dt ≤

∫ T

0

(ĝα(t)− gα(t)) δϕ(ℓ, t)dt, (3.104)

where δϕ(ℓ, t) = ϕ(ℓ, t; gα) − ϕ(ℓ, t; ĝα) is the solution of the adjoint problem (3.60) with
data δξ(t) = δu(ℓ, t) − δν(t), δu(ℓ, t) = u(ℓ, t; gα) − u(ℓ, t; ĝα) and δν(t) = ν(t) − ν̂(t).

Applying Hölder’s inequality on the right-hand side of (3.104) and squaring on both sides,
we obtain

α2∥ĝ′α − g′α∥4L2(0,T ) ≤ ∥ĝα − gα∥2L2(0,T )∥δϕ(ℓ, .)∥2L2(0,T ). (3.105)

The inequalities (3.21) and (3.22) further lead to the following estimates

∥ĝα − gα∥2L2(0,T ) ≤ T 2∥ĝ′α − g′α∥2L2(0,T ) (3.106)

∥δϕ(ℓ, .)∥2L2(0,T ) ≤ T 2ℓ3

6
∥δϕxxt∥2L2(0,T ;L2(0,ℓ)),

so that making use of (3.66), the estimate (3.105) becomes as follows

α2∥ĝ′α − g′α∥2L2(0,T ) ≤ T 4ℓ6

18r0κ0
exp(T )(1 + T )∥δξ′∥2L2(0,T )

≤ T 4ℓ6

9r0κ0
exp(T )(1 + T )

[
∥δut(ℓ, .)∥2L2(0,T ) + ∥δν ′∥2L2(0,T )

]
.

By using the trace estimate ∥δut(ℓ, .)∥2L2(0,T ) ≤ ℓ3

3
∥δuxxt∥2L2(0,T ;L2(0,ℓ)) and appealing to

(3.28), which also holds for δu, we get

α2∥ĝ′α − g′α∥2L2(0,T ) ≤ Cα(κ0)∥ĝ′α − g′α∥2L2(0,T ) +
T 4ℓ6

9r0κ0
exp(T )(1 + T )∥δν ′∥2L2(0,T ),

where Cα(κ0) = T 4ℓ12

81κ20r
2
0
exp(2T )(1 + T )2 and δg′(t) = gα(t)− ĝ′α(t).

Suppose the lower bound of the internal damping coefficient κ(x) be chosen so that
Cα(κ0) =

α2

2
, that is choosing κ0 as in (3.100) and invoking (3.106), we obtain the stability

estimate (3.101) with the stability constant CST . Hence the proof.
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Table 3.1: Stability constant CST corresponding to T, α and κ0.

T α κ0 = .0025
(
T 2 exp(T )(1+T )

α

)
CST = 576

(
κ0T 2

exp(T )(1+T )

)
.1 10−3 .0303 .143

10−2 .155 9.02

.5 10−3 1.55 90.25

10−4 15.5 902.51

.75 10−3 5.21 455.64

1 10−3 13.6 1440.91

We infer from Theorem 3.7 that the stability estimate (3.101) and the lower bound of the
internal damping coefficient κ(x) (with units kgm3/s) are valid for all non-negative values
of the external damping coefficient µ(x), including the critical case, µ(x) = 0 kg/ms.

The following example illustrates the specific values of lower bound for internal damping
coefficient corresponding to four different final times T , which are obtained by choosing
ℓ = .5m, and r0 = 1 (see, [6]). Using the specific values of κ0, we can analyze the stability
constants CST . In a real application, the value of the parameter of regularization ranges
between 10−2 to 10−4. The formula (3.100) shows that the lower bound κ0 of the internal
damping coefficient κ(x) is in the order of α−1. Hence, a smaller value of α increases the
value of the lower bound for the internal damping coefficient, and it drastically increases
the stability constant CST . This is evidently clear from the second to fourth rows of the
table for the fixed time T = .5 s. Also, one may notice that the increase in final time
T increases the lower bound κ0, and the stability constant CST , which indicates that the
stability estimates hold only for small intervals of time T . The rows corresponding to the
fixed α = 10−3 show that the stability constant CST increases drastically when T increases.
Hence, to get the consistent stability estimate for the IBVP-1, the value of the final time
T > 0 must be small, which is reasonable in terms of applications.

Remark 3.5. The assumption (3.100) on the Kelvin-Voigt damping coefficient κ(x) =

cdI(x) can be justified by fixing the specific values of various coefficients in (3.1) and utiliz-
ing the estimations of the damping coefficients derived from the dynamic experiments (see,
[6]) of real applications. For a beam of length l = 1,moment of inertia I(x) = 1.64×10−9,

mass density ρ(x) = 1.02 and Young’s modulus E(x) = 2.68 × 1010, the damping coef-
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ficients are estimated in ([6]) as µ = 1.7561 and cd = 2.05 × 105. Thus, for the choice of
α = 10−2 and T = 0.0133, we can see from (3.100) that cd ≥ κ0/I(x) = 39597.48.

In the case of IBVP-2, we obtain a stability estimate under a sufficient condition on the
parameter of regularization α > 0.

Theorem 3.8. Assume the conditions given in (3.14) and Theorem 3.3 hold true. Let

gα, ĝα ∈ G3 are unique minimizers of the regularized Tikhonov functional J2α defined

by (3.12) corresponding to the measured outputs ω, ω̂ ∈ H2(0, T ), respectively. If the

parameter of regularization α satisfies the condition

α2 > C2
9C

2
10, (3.107)

where C2
9 and C2

10 are defined in the proof. Then the following stability estimate holds:

∥ĝα − gα∥2L2(0,T ) ≤ C̃ST∥ω̂ − ω∥2H2(0,T ), (3.108)

where C̃ST =
4T 13ℓ3C2

6 exp(T/ρ0)

(α2−C2
10C

2
9)3r0

.

Proof. By repeating the similar steps done in Theorem 3.7 for the variational inequality
(3.96), we get

α

∫ T

0

(ĝ′′′α (t)− g′′′α (t))
2
dt ≤

∫ T

0

(ĝα(t)− gα(t)) δφ(ℓ, t)dt, (3.109)

where δφ(ℓ, t) = φ(ℓ, t; gα)− φ(ℓ, t; ĝα) is the solution of the adjoint problem (3.62) with

δΘ(t) = r(0)δuxx(0, t) + κ(0)δuxxt(0, t) + δω(t).

The repeated application of Hölder’s inequality gives

∥ĝα − gα∥2L2(0,T ) ≤ T 6∥ĝ′′′α − g′′′α ∥2L2(0,T ), for gα, ĝα ∈ G3, (3.110)

and using ∥δφ(ℓ, .)∥2L2(0,T ) ≤
ℓ3

3
∥δφxx∥2L2(0,T ;L2(0,ℓ)), we deduce from (3.109) that

α2∥ĝ′′′α − g′′′α ∥4L2(0,T ) ≤ ∥ĝα − gα∥2L2(0,T )∥δφ(ℓ, .)∥2L2(0,T )

≤ T 6ℓ3

3
∥δφxx∥2L2(0,T ;L2(0,ℓ))∥ĝ′′′α − g′′′α ∥2L2(0,T ).

In virtue of the estimates (3.68), (3.51) and (3.93), one can get

73



α2∥ĝ′′′α − g′′′α ∥2L2(0,T ) ≤
T 7ℓ3C2

6

3r0
exp(T/ρ0)

[
∥δΘ′∥2L2(0,T ) + ∥δΘ′′∥2L2(0,T )

]
≤ 2T 7ℓ3C2

6

3r0
exp(T/ρ0)

[
C2

7

(
∥δutttt∥2L2(0,T ;L2(0,ℓ)) + 2∥δuttt∥2L2(0,T ;L2(0,ℓ))

+∥δutt∥2L2(0,T ;L2(0,ℓ)) + ∥δg′′∥2L2(0,T ) + ∥δg′∥2L2(0,T )

)
+ 2∥δω∥2H2(0,T )

]
,

where δg(t) = gα(t)− ĝα(t), the constants C2
6 = 2ℓ3

3

(
max(µ2

1, ρ
2
1)+ ρ1max(1/T, T/3)

)
,

and C2
7 = 2ℓ2max

(
1, 2ℓ

3
(ρ21 + µ2

1)
)
. By employing the regularity estimates (3.19), (3.33),

(3.47) for δutt, δuttt and δutttt respectively, we deduce that

α2∥ĝ′′′α − g′′′α ∥2L2(0,T ) ≤ 2T 7ℓ3C2
6

3r0
exp(T/ρ0)C

2
7

[ 1

2ρ0

(
3C2

5 exp(C
2
5T ) + C2

1ℓ
3(1 + T )

)
+1
]
∥δg∥2H3(0,T ) +

4T 7ℓ3

3r0
C2

6 exp(T/ρ0)∥δω∥2H2(0,T ), (3.111)

where C2
5 is the constant defined in Theorem 3.2. For any g ∈ G3, we obtain that

∥g∥2H3(0,T ) ≤ C2
9∥g′′′∥2L2(0,T ), (3.112)

where C2
9 = (1 + T 2 + T 4 + T 6) . Substituting (3.112) in (3.111), we arrive at

α2∥ĝ′′′α − g′′′α ∥2L2(0,T ) ≤ C2
10C

2
9∥δg′′′∥2L2(0,T ) +

4T 7ℓ3

3r0
C2

6 exp(T/ρ0)∥δω∥2H2(0,T ),

where C2
10 =

2T 7ℓ3C2
6

3r0
exp(T/ρ0)C

2
7

[
1

2ρ0

(
3C2

5 exp(C
2
5T ) + C2

1ℓ
3(1 + T )

)
+ 1
]
.

Choosing α2 > C2
9C

2
10, we conclude the stability result (3.108) through (3.110).

The condition (3.107) is simple to test and implement, and it does not impose a signifi-
cant constraint. For instance, when T = .04, ℓ = .4, ρ1 = 1, µ1 = 1, r = 20 and κ0 = 1,

we obtain α2 > 9.37 × 10−9. In most of the physical experiments, α varies from 10−2 to
10−4, and so to validate the condition α2 > 9.37× 10−9, one can choose α as 10−2. In this
case, we obtain the stability constant C̃ST = 3.27 × 10−17, which is comparatively small.
Therefore, Theorem 3.8 provides a significant stability estimate for the determination of
the shear force in terms of a feasible condition on the regularization parameter α.

74



Chapter 4

Determination of a spatial load in a damped
Kirchhoff-Love plate equation

In this chapter, we consider the two-dimensional generalization of the Euler-Bernoulli
beam governed by the simply supported rectangular Kirchhoff plate with viscous damp-
ing. We assume that the flexural rigidity or bending stiffness coefficient D depends on
the spatial variable, which makes the model much more complex than the classical plate
equation [69] (see, also [39]). The methodology discussed in the previous chapters for
the inverse problems related to the damped Euler-Bernoulli beam equation, such as the
SVD and Tikhonov regularization methods, are developed for the inverse source problem
of identifying the unknown spatial load F (x) in the damped Kirchhoff-Love plate equa-
tion. The ideas presented here will be able to be successfully used to solve other inverse
problems related to the Kirchhoff plate equation.

Now consider an inverse problem of recovering the unknown spatial load F (x) in a
general Kirchhoff plate equation

ρh(x)utt + µ(x)ut + (D(x)(ux1x1 + νux2x2))x1x1

+(D(x)(ux2x2 + νux1x1))x2x2 + 2(1− ν) (D(x)ux1x2)x1x2

= F (x)G(t), (x, t) ∈ ΩT := Ω× (0, T ),

u(x, 0) = u0(x), ut(x, 0) = v0(x), x ∈ Ω,

u(x, t) = 0, ux2x2(x, t) = 0, (x, t) ∈ (Γ1 ∩ Γ3)× [0, T ],

u(x, t) = 0, ux1x1(x, t) = 0, (x, t) ∈ (Γ2 ∩ Γ4)× [0, T ],

(4.1)
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x2

x1
0 ℓ1

ℓ2

Q(x, t) = F (x)G(t)

Ω

Γ1

u = 0, ux2x2 = 0

Γ3

u = 0, ux2x2 = 0

Γ2

u = 0
ux1x1 = 0

Γ4

u = 0
ux1x1 = 0

Figure 4.1: A simply supported Kirchhoff plate under transverse loading

from the final time measured displacement

uT (x) := u(x, T ), x ∈ Ω, (4.2)

where Ω is defined by 1.11. The functions F (x) andG(t) represent the spatial and temporal
components of the transverse loadQ(x, t) := F (x)G(t) applied on the plate (Fig. 4.1). The
function u(x, t) is the normal component of the displacement vector at position x ∈ Ω and
at time t ∈ (0, T ), called the deflection. Further, ρh(x) = ρ(x)h(x) > 0, while ρ(x) is the
density and h(x) > 0 is the thickness of a plate,

D(x) =
E(x)h3(x)

12(1− ν2)

is the flexural rigidity of the plate, where E(x) is the Young modulus and ν ∈ (0, 1) is
the Poisson ratio. The parameter D(x) plays the same role as the flexural rigidity r(x) =
E(x)I(x) in beam bending. However, it should be noted at this point that D(x) > I(x),
which means a plate is always stiffer than a beam of the same span and thickness ([92]).

In the considered inverse problem, the geometry of the plate does not play a principal
role. Therefore, for the sake of simplicity and clear interpretation of the results, we assume
that the plate has a rectangular form with edges parallel to the coordinate axesOx1 andOx2,
as shown in Fig.4.1. Although in the considered mathematical model governed by (4.1),
the plate is assumed to be simply supported, the results obtained in this chapter remain
valid also for clamped as well as clamped-supported plates. Note that the deflection and
bending moment are both zero on these simply-supported edges according to the physical
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meaning. Hence, physically, the boundary conditions in (4.1) should be defined as follows:

u(x, t) = 0, M2 := D(x) (νux1x1 + ux2x2) = 0, on Γ1 × [0, T ],

u(x, t) = 0, M1 := −D(x) (ux1x1 + νux2x2) = 0, on Γ2 × [0, T ],

u(x, t) = 0, M2 := −D(x) (νux1x1 + ux2x2) = 0, on Γ3 × [0, T ],

u(x, t) = 0, M1 := D(x) (ux1x1 + νux2x2) = 0, on Γ4 × [0, T ].

(4.3)

Let us consider, for example, the boundary conditions on the simply supported edge Γ1

defined in (1.12). From the first condition u(x1, 0, t) = 0, it follows that along the edge Γ1,
all the partial derivatives of u(x, t) with respect to x1 are zero. In particular, ux1x1(x, t) = 0,
(x, t) ∈ Γ1 × [0, T ]. Taking this into account in the second condition given by M2 :=

D(x) (νux1x1 + ux2x2) = 0 on Γ1, we deduce that ux2x2(x, t) = 0, (x, t) ∈ Γ1 × [0, T ].
Therefore, the simply supported boundary condition on Γ1 can also appear in the following
equivalent form:

u(x, t) = 0, ux2x2(x, t) = 0, (x, t) ∈ Γ1 × [0, T ].

Similar equivalent boundary conditions are obtained for other simply supported edges
Γ2,Γ3,Γ4. These boundary conditions are set in the direct problem (4.1).

Our main contributions of this chapter are summarized as follows:

1. We proved the existence and uniqueness of weak solution of (4.1) when the data
u0 ∈ H2(Ω) ∩H1

0 (Ω), v0 ∈ L2(Ω) and the coefficients satisfying Assumption 4.1.

2. Inverse problem is reformulated as a quasi-solution or least square problem and cou-
pled with weak solution of the direct problem, we solved the minimization problem.

3. We computed the Fréchet derivative of the Tikhonov functional and proved Lipschitz
continuity of the Fréchet derivative, which plays a vital role in the gradient-based
numerical algorithm for the inverse problem.

4. Another significant result is a stability estimate for the inverse source problem (4.1)-
(4.2). Since the inverse problem is posed in the context of a minimization prob-
lem, using a first-order necessary optimality condition satisfied by an optimal pair
(u(x, t;F∗,α), F∗,α), we establish a local stability estimate for the unknown source
term F∗,α ∈ L2(Ω) under some conditions on final time T and damping coefficient
µ.
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5. Using the spectral properties of an input-output operator, we find the SVD of the reg-
ularized solution Fα ∈ L2(Ω) as well as establish a stability estimate with the help of
regularity assumption on temporal load G(t). A comparison study of the representa-
tion formulas for the source function Fα obtained from Tikhonov regularization and
SVD has been done at the end of this chapter. Indeed, this study helps one to devise
a better numerical scheme by combining the CGA and TSVD. The study of such a
comparison for the case of heat and wave equations has been carried out in [49].

The chapter is organized as follows: In section 4.1, we discuss the well-posedness of the
direct problem in detail. In section 4.2, we give the formulation of the inverse problem and
study the compactness, and the Lipschitz continuity of the input-output operator. The main
results, Fréchet derivative of the Tikhonov functional, Lipschitz continuity of the Frechét
derivative, and the existence of a minimizer for Tikhonov functional are also given in this
section. Stability estimates for the source term are obtained in this section by deriving
suitable conditions on the final time and damping parameter. In section 4.3, we determine
the SVD of regularized solution, and establish the relationship between this method and
Tikhonov regularization. In section 4.4, we establish an another stability estimate for the
inverse problem, using spectral properties of the input-output operator.

4.1 Solvability of direct problem

Since the well-posedness of the direct problem is fundamental for the study of inverse
problem, we discuss results related to the existence and uniqueness of the direct problem
by deriving appropriate an a priori estimates using the Faedo-Galerkin finite dimensional
approximation.

The following assumption plays a fundamental role in the analysis of direct and inverse
problems.

Assumption 4.1. 

ρ,D, µ ∈ L∞(Ω), h ∈ C(Ω),

0 < D0 ≤ D(x) ≤ D1, 0 ≤ µ0 ≤ µ(x) ≤ µ1,

0 < ρ0 ≤ ρ(x) ≤ ρ1, with∇ρ, ∆ρ ∈ L∞(Ω),

0 < h0 ≤ h(x) ≤ h1, with ∇h,∆h ∈ L∞(Ω),

∥∇(ρh)∥L∞(Ω) ≤ ρ2 and ∥∆(ρh)∥L∞(Ω) ≤ ρ3,

F ∈ L2(Ω), G ∈ L2(0, T ), G(t) ̸≡ 0.

(4.4)
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Definition 4.1 (Weak solution). Let 0 < T < ∞, u0 ∈ V2(Ω), v0 ∈ L2(Ω), F ∈ L2(Ω)

and G ∈ L2(0, T ) be given. A function u ∈ L2(0, T ;V2(Ω)) with ut ∈ L2(0, T ;L2(Ω))

and utt ∈ L2(0, T ;V2(Ω)′) is called a weak solution of (4.1) if

i) ⟨ρhutt(t), v⟩+ (µut(t), v) + (D(ux1x1(t) + νux2x2(t)), vx1x1)

+(D(ux2x2(t) + νux1x1(t)), vx2x2) + 2(1− ν)(Dux1x2(t), vx1x2)

= (FG(t), v), ∀v ∈ V2(Ω), a.e. t ∈ [0, T ],

ii) u(0) = u0, ut(0) = v0,

where V2(Ω) is defined by (1.13).

Remark 4.1. If we have u ∈ L2(0, T ;V2(Ω)), ut ∈ L2(0, T ;L2(Ω)) and utt ∈ L2(0, T ;V2(Ω)′),

then Theorem 1.7 shows that u ∈ C([0, T ];H1
0 (Ω)) and ut ∈ C([0, T ];V2(Ω)′). Hence the

initial conditions u(0) = u0 and ut(0) = v0 are well defined.

We want to show that the problem (4.1) has unique weak solution which continuously
depends on the data in the appropriate norms. For this well-posedness of the direct problem,
we adapt the Faedo-Galerkin method.

First, we define an n dimensional subspace Wn := span{ξ1, ξ2, ..., ξn} of V2(Ω) and
look for Faedo-Galerkin approximation un(t) := un(x, t) of the form

un(t) =
n∑
i=1

ri,n(t)ξi, u0,n =
n∑
i=1

pi,nξi, v0,n =
n∑
i=1

qi,nξi,

where ξi form an orthogonal basis for V2(Ω) and orthonormal basis for L2(Ω) . Here the
coefficients ri,n, pi,n and qi,n are choosen so the un(t) satisfies

(ρhu
′′
n(t), v) + (µ u′n(t), v) + (D(un,x1x1 + νun,x2x2), vx1x1)

+(D(un,x2x2 + νun,x1x1), vx2x2) + 2(1− ν)(Dun,x1x2 , vx1x2)

= (FG(t), v) ∀ v ∈ Wn, t ∈ [0, T ],

un(0) = u0,n, u
′
n(0) = v0,n.

(4.5)

It easy to see that the problem (4.5) is equivalent to the following system of ODE:
MR′′

n(t) +NR′
n(t) +

[
P +Q + 2(1− ν)S

]
Rn(t)

= gn(t), for t ∈ [0, T ],

Rn(0) = Ūn, R′
n(0) = V̄n,

79



where Rn(t) = (r1,n(t), r2,n(t), ..., rn,n(t))
T , the entries of the matrix M,N,P,Q, S are

M = [(ρhξi, ξj)]
T
n×n , N = [(µξi, ξj)]

T
n×n ,

P = [(D(ξi,x1x1 + νξi,x2x2), ξj,x1x1)]
T
n×n ,

Q = [(D(ξi,x2x2 + νξi,x1x1), ξj,x2x2)]
T
n×n , S = [(Dξi,x1x2 , ξj,x1x2 ]

T
n×n ,

and gj(t) = (FG(t), ξj), gn(t) = (g1(t), g2(t), ..., gn(t))
T,

Uj = (u0, ξj), Vj = (v0, ξj), Ūn = (U1,, U2, ..., Un)
T, V̄n = (V1, V2, ..., Vn)

T.

By using the standard theory of linear ODE, for every n ≥ 1 there exists a unique solution
un ∈ C1([0, T ];Wn) with u′′n ∈ L2(0, T ;Wn) of problem (4.5).

Theorem 4.1. Suppose Assumption 4.1 holds true. Then there exists a unique weak solution

u of the problem (4.1) in the sense of Definition 4.1. Moreover,

∥ut∥2L∞(0,T ;L2(Ω)) ≤ Ce + 1

C0

M(F,G, u0, v0), (4.6)

∥ut∥2L2(0,T ;L2(Ω)) ≤ CeM(F,G, u0, v0), (4.7)

∥u∥2L2(0,T ;V2(Ω)) ≤ C0C
′Ce

D0(1− ν)
M(F,G, u0, v0), (4.8)

∥utt∥2L2(0,T ;V2(Ω)′) ≤ C̃0M(F,G, u0, v0), (4.9)

and

2∑
i,j=1

∥uxixj∥2L∞(0,T ;L2(Ω)) ≤ Ce + 1

D0(1− ν)
M(F,G, u0, v0), (4.10)

where M(F,G, u0, v0) :=
[
∥F∥2L2(Ω)∥G∥2L2(0,T ) +D1(1 + ν)

∑2
i,j=1 ∥u0,xixj∥2L2(Ω)

+C1∥v0∥2L2(Ω)

]
, Ce = exp(T/C0) − 1, C0 = ρ0h0, C1 = ρ1h1, ρ0, ρ1, D0, D1, h0, h1 > 0

are the constants introduced in (4.4) and the constant C̃0 is given in the proof.

Proof. Since un ∈ H2(0, T ;V2(Ω)), we may choose v = u′n as a test function in (4.5)
integrate it over Ωt := Ω × (0, t) and then apply the integration by parts formula. Taking
into account the non-homogeneous initial and homogeneous boundary conditions in (4.1)
and doing elementary transformations, we obtain the following energy identity:
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1

2

∫
Ω

ρh(x)u
′
n(t)

2dx+

∫ t

0

∫
Ω

µ(x)u′n(τ)
2dxdτ

+
1

2

∫
Ω

D(x)
[
u2n,x1x1 + 2u2n,x1x2 + u2n,x2x2 + 2ν(un,x1x1un,x2x2 − u2n,x1x2)

]
dx

=

∫ t

0

∫
Ω

G(τ)F (x)u′n(τ)dxdτ +
1

2

∫
Ω

ρh(x)u
′
n(0

+)2dx

+
1

2

∫
Ω

D(x)
[
u2n,x1x1 + 2u2n,x1x2 + u2n,x2x2

+ 2ν(un,x1x1un,x2x2 − u2n,x1x2)
]
t=0+

dx, (4.11)

for all t ∈ [0, T ]. To evaluate the terms in the third left-hand side and the last right-hand
side integrals, we use the inequality∣∣∣∣ ∫

Ω

2νD(x)
[
un,x1x1un,x2x2 − u2n,x1x2

]
dx

∣∣∣∣
≤

∫
Ω

νD(x)
[
u2n,x1x1 + 2u2n,x1x2 + u2n,x2x2

]
dx, ∀un ∈ L2(0, T ;V2(Ω)). (4.12)

Since D(x) ≥ D0 > 0 and ν ∈ (0, 1), making use (4.12) in (4.11), we obtain

C0

∫
Ω

u′n(t)
2dx+D0(1− ν)

∫
Ω

[
u2n,x1x1 + 2u2n,x1x2 + u2n,x2x2

]
dx

+ 2

∫ t

0

∫
Ω

µ(x)u′n(τ)
2dxdτ

≤
∫ t

0

∫
Ω

u′n(τ)
2dxdτ + ∥F∥2L2(Ω)∥G∥2L2(0,T ) (4.13)

+D1(1 + ν)
2∑

i,j=1

∥u0,n,xixj∥2L2(Ω) + C1∥v0,n∥2L2(Ω),

where C0 = ρ0h0 and C1 = ρ1h1. From integral inequality (4.13), we deduce that

C0

∫
Ω

u′n(t)
2dx ≤

∫ t

0

∫
Ω

u′n(τ)
2dxdτ + ∥F∥2L2(Ω)∥G∥2L2(0,T )

+D1(1 + ν)
2∑

i,j=1

∥u0,n,xixj∥2L2(Ω) + C1∥v0,n∥2L2(Ω).
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Applying Gronwall’s inequality, we get

∥u′n(t)∥2L2(Ω) ≤ exp(t/C0)

C0

M(F,G, u0, v0), (4.14)

where M(F,G, u0, v0) is the constant defined in (4.6). This implies that

max
t∈[0,T ]

∥u′n(t)∥2L2(Ω) ≤ Ce + 1

C0

M(F,G, u0, v0), (4.15)

∥u′n∥2L2(0,T ;L2(Ω)) ≤ Ce M(F,G, u0, v0) (4.16)

where Ce = exp(T/C0) − 1, C0 = ρ0h0, C1 = ρ1h1. The second consequence of energy
estimate (4.13) is the inequality

D0(1− ν)

∫
Ω

[
u2n,x1x1 + 2u2n,x1x2 + u2n,x2x2

]
dx

≤
∫ t

0

∫
Ω

u′n(τ)
2dxdτ + ∥F∥2L2(Ω)∥G∥2L2(0,T )

+D1(1 + ν)
2∑

i,j=1

∥u0,n,xixj∥2L2(Ω) + C1∥v0,n∥2L2(Ω).

Using the estimate (4.14), we deduce that

2∑
i,j=1

∥un,xixj(t)∥2L2(Ω) ≤ exp(t/C0)

D0(1− ν)
M(F,G, u0, v0). (4.17)

Taking maximum over t ∈ [0, T ], we get

max
t∈[0,T ]

2∑
i,j=1

∥un,xixj(t)∥2L2(Ω) ≤
Ce + 1

D0(1− ν)
M(F,G, u0, v0). (4.18)

Integrating (4.17) with respect to time, we obtain

2∑
i,j=1

∥un,xixj∥2L2(0,T ;L2(Ω)) ≤
C0Ce

D0(1− ν)
M(F,G, u0, v0). (4.19)

We use the identity ∫
Ω

(
un,x1x1un,x2x2 − u2n,x1x2

)
dx = 0,

which holds for clamped and simply supported plates [91], and that can be easily proven
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by transforming the integrals and definition of ∆un to obtain∫
Ω

[
u2n,x1x1 + 2u2n,x1x2 + u2n,x2x2

]
dx =

∫
Ω

|∆un|2dx,

whence ∥∆un∥2L2(0,T ;L2(Ω)) =
∑2

i,j=1 ∥un,xixj∥2L2(0,T ;L2(Ω)).

Since ∥un(t)∥2V2(Ω) ≤ C ′∥∆un(t)∥2L2(Ω), using the estimate (4.19), we get

∥un∥2L2(0,T ;V2(Ω)) ≤ C0C
′Ce

D0(1− ν)
M(F,G, u0, v0). (4.20)

In order to estimate ∥u′′n∥L2(0,T ;V2(Ω)′), we proceed as follows. Instead of (4.5), we consider
the weak form

(u′′n(t), v) = − (µu′n(t), v/ρh)−
(
D(un,x1x1 + νun,x2x2), (v/ρh)x1x1

)
−
(
D(un,x2x2 + νun,x1x1), (v/ρh)x2x2

)
(4.21)

−2(1− ν)
(
Dun,x1x2 , (v/ρh)x1x2

)
+ (FG(t), v/ρh) , ∀ v ∈ Wn.

Consider v ∈ V2(Ω) with ∥v∥V2(Ω) ≤ 1 and represent v as v = σ + β, where σ ∈ Wn and
β ∈ W⊥

n , ∥σ∥V2(Ω) ≤ ∥v∥V2(Ω) ≤ 1. Since (4.21) holds for all v ∈ Wn, which also holds
for σ ∈ Wn, by applying Cauchy’s inequality, we estimate the right-hand as follows

|(u′′n(t), v)| ≤ 1

C0

µ1∥u′n(t)∥L2(Ω)∥σ∥L2(Ω)

+D1

(
∥un,x1x1∥L2(Ω) + ν∥un,x2x2∥L2(Ω)

)
∥ (σ/ρh)x1x1 ∥L2(Ω)

+D1

(
∥un,x2x2∥L2(Ω) + ν∥un,x1x1∥L2(Ω)

)
∥ (σ/ρh)x2x2 ∥L2(Ω)

+D12(1− ν)∥un,x1x2∥L2(Ω)∥ (σ/ρh)x1x2 ∥L2(Ω)

+
1

C0

∥F∥L2(Ω)∥G∥L2(0,T )∥σ∥L2(Ω). (4.22)

Next, we need to estimate ∥∆(σ/ρh) ∥L2(Ω). It is easy to see that

∆

(
σ

ρh

)
=

∆σ

ρh
− 2

ρh
(∇ (σ/ρh) · ∇(ρh))−

σ∆(ρh)

(ρh)2
.

By Assumption 4.1, there exists a constant C2 depending on ρi, hi, i = 0, 1, 2 such that
∥∆(σ/ρh) ∥2L2(Ω) ≤ C2/C0. It shows that ∥ (σ/ρh)x1x1 ∥

2
L2(Ω) ≤ C2/C0, ∥ (σ/ρh)x2x2 ∥

2
L2(Ω)

≤ C2/C0. Similarly, we can also find a constantC3 depending on ρi, hi, i = 0, 1, 2 such that
∥ (σ/ρh)x1x2 ∥

2
L2(Ω) ≤ C3/C0. Choosing C4 = max{1, µ1, D1 (1 + ν)C2, 2D1(1− ν)C3},
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and taking supremum over v ∈ V2(Ω) with ∥v∥V2(Ω) ≤ 1 on (4.22), we obtain

∥u′′n(t)∥V2(Ω)′ ≤ C4

C0

[
∥u′n(t)∥L2(Ω) + ∥un,x1x1∥L2(Ω) + ∥un,x2x2∥L2(Ω)

+∥un,x1x2∥L2(Ω) + ∥F∥L2(Ω)∥G∥L2(0,T )

]
.

Squaring on both sides, integrating over (0, T ) and using the estimates (4.16),(4.19), we
get

∥u′′n∥2L2(0,T ;V2(Ω)′) ≤ C̃0M(F,G, u0, v0), (4.23)

where C̃0 = 5(C4/C0)
2(T + Ce(1 + 3C0/D0(1− ν))).

By invoking the estimates (4.20), (4.19), (4.16) and (4.23), we see that the sequences
{un}, {un,x1x2}, {u′n} and {u′′n} are bounded in L2(0, T ;V2(Ω)), L2(0, T ;L2(Ω)),

L2(0, T ;L2(Ω)) and L2(0, T ;V2(Ω)′) respectively. Then by the Banach-Alaoglu weak
compactness theorem (see [15], Theorem 3.16), there exists a subsequence {unk

} of {un}
and functions u ∈ L2(0, T ;V2(Ω)), ux1x2 ∈ L2(0, T ;L2(Ω)), u′ ∈ L2(0, T ;L2(Ω)), and
u′′ ∈ L2(0, T ;V2(Ω)′) such that

unk
⇀ u weakly in L2(0, T ;V2(Ω))

unk,x1x2 ⇀ ux1x2 weakly in L2(0, T ;L2(Ω))

u′nk
⇀ u′ weakly in L2(0, T ;L2(Ω))

u′′nk
⇀ u′′ weakly in L2(0, T ;V2(Ω)′).

(4.24)

By passing these limits on (4.5), we should be able to get the weak solution u of the di-
rect problem (4.1), which satisfies (4.6)-(4.10) in view of (4.15),(4.16),(4.20),(4.23),(4.18)
respectively.

The direct outcome of the estimate (4.10) is the uniqueness of the direct problem (4.1).
Let u1, u2 ∈ V2(Ω) be the two weak solutions of the direct problem (4.1). Then U(x, t) :=
u1(x, t)− u2(x, t) ∈ V2(Ω) is the solution of (4.1) with homogeneous initial data u0(x) =
v0(x) = 0 and source function F (x)G(t) = 0. Using (1.17) and (4.10) , we conclude that

∥U∥L∞(0,T ;V2(Ω)) = 0, whence U(x, t) = 0, ∀ (x, t) ∈ ΩT .

It remains to check that u(t) satisfies initial conditions u(0) = u0 and ut(0) = v0. It
is clear from the existence theory that (see Remark 4.1) u ∈ C([0, T ];H1(Ω)) and u′ ∈
C([0, T ];V2(Ω)′).
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Consider a test function v ∈ C2([0, T ];V2(Ω)) with v(T ) = 0 and v′(T ) = 0. Taking
the weak form of Definition 4.1-(i) satisfied by u, integrating over (0, T ) and integrating by
parts twice with respect to time in the first term, we arrive at

I =

∫ T

0

(FG(t), v(t))dt + (ρhv(0), u
′(0))− (ρhv

′(0), u(0)), (4.25)

where

I :=

∫ T

0

(
(u(t), ρhv

′′(t)) + (µu(t), v′(t)) + (D(ux1x1(t)

+νux2x2(t)), vx1x1(t)) + (D(ux2x2(t) + νux1x1(t)), vx2x2(t))

+2(1− ν)(Dux1x2(t), vx1x2(t))

)
dt.

On the other hand, time integrating by parts twice in the first term of (4.5) and passing the
weak limit (4.24), we deduce that

I =

∫ T

0

(FG(t), v(t))dt + (ρhv(0), v0)− (ρhv
′(0), u0). (4.26)

Comparing (4.25) and (4.26), we obtain the desired result. This completes the proof.

4.2 Inverse problem

In this section, first, the inverse problem is formulated as an operator equation which in-
cludes the input–output operator introduced below. Then we reformulate it as a minimum
problem for the regularized Tikhonov functional and discuss the well-posedness of the
inverse problem. Using the estimates of solutions of the direct problem, we prove the com-
pactness and Lipschitz continuity of the input–output operator, which allow us to prove the
existence of a minimizer for the regularized Tikhonov functional. We also compute the
Frechet derivative of the Tikhonov functional and establish the Lipschitz continuity of the
Fréchet derivative.

4.2.1 Mathematical formulation of inverse problem

Let us define a set of admissible sources:

F = {F ∈ L2(Ω) : ∥F∥L2(Ω) ≤ γ, γ > 0}.
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For a given F ∈ F , u(x, t;F ) is the corresponding weak solution of the direct problem
(4.1). Now we define input-output operator as follows:

Φ : F ⊂ L2(Ω) 7→ H1
0 (Ω) ⊂ L2(Ω), (4.27)

(ΦF )(x) := u(x, t;F )|t=T .

We shall write this inverse problem in terms of the functional equation as

ΦF = uT , F ∈ F , uT ∈ L2(Ω). (4.28)

We notice that in the case of noiseless measured output data uT , the solution of the
inverse problem is the solution of the functional equation (4.28). However, one may ob-
serve that due to measurement error in the measured output uT (x), the exact equality in the
functional equation (4.28) is not possible in practice. We formulate this inverse problem as
a minimization problem defined by a Tikhonov functional as follows:

J (F ) :=
1

2
∥ΦF − uT∥2L2(Ω). (4.29)

The regularized form of the Tikhonov functional is written as

Jα(F ) :=
1

2
∥ΦF − uT∥2L2(Ω) +

α

2
∥F∥2L2(Ω), (4.30)

where α > 0 is the parameter of regularization. We may now consider the inverse problem
which we are interested as a minimum problem for the functional Jα(F ) on the set F .
More precisely, we need to solve the following problem:

Minimization Problem: find F ∈ F which minimizes the functional Jα(F ) subject to
u(x, t;F ) solves the problem (4.1).

4.2.2 Compactness and Lipschitz continuity of the input-output oper-
ator

In this subsection, we prove that the input-output operator Φ is compact and Lipschitz
continuous by using an a priori estimates for weak solution of the direct problem (4.1). By
the compactness of the operator, we conclude that the inverse problem is ill-possed.

Proposition 4.1. Suppose Assumption 4.1 holds. Then the input-output operator Φ : F ⊂
L2(Ω) 7→ H1

0 (Ω) ⊂ L2(Ω) defined by (4.27) is compact. Moreover, the operator Φ is
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Lipschitz continuous:

∥Φ(F1)− Φ(F2)∥L2(Ω) ≤ L0∥F1 − F2∥L2(Ω) ∀ F1, F2 ∈ F ,

where the Lipschitz constant L0 = (TCe)
1/2 ∥G∥L2(0,T ).

Proof. Let {Fm} ⊂ F ,m = 1, 2, ..., be a bounded sequence of sources in L2(Ω) and
u(x, T ;Fm) denoted by {uTm} is the corresponding output. The estimate (4.10) and Re-
mark 4.1 show that the sequence of output {uTm} is bounded in H1

0 (Ω). Since H1
0 (Ω) is

compactly embedded in L2(Ω), the sequence of outputs {uTm} is precompact in L2(Ω),

that is, the input-output operator Φ maps bounded sequence of inputs to a precompact se-
quence of outputs. Hence Φ is compact.

Next, we show that Φ is Lipschitz continuous. Let u(x, t;F1) and u(x, t;F2) be the so-
lutions of the direct problem (4.1) corresponding to the source terms F1 and F2 respectively
for a common initial data u0 and v0. Then δu(x, t) = u(x, t;F1) − u(x, t;F2) solves the
following problem

ρh(x)δutt + µ(x)δut + (D(x)(δux1x1 + νδux2x2))x1x1

+(D(x)(δux2x2 + νδux1x1))x2x2

+2(1− ν) (D(x)δux1x2)x1x2 = δF (x)G(t), (x, t) ∈ ΩT ,

δu(x, 0) = 0, δut(x, 0) = 0, x ∈ Ω,

δu(x, t) = 0, δux2x2(x, t) = 0, (x, t) ∈ (Γ1 ∩ Γ3)× [0, T ],

δu(x, t) = 0, δux1x1(x, t) = 0, (x, t) ∈ (Γ2 ∩ Γ4)× [0, T ],

(4.31)

where δF (x) = F1(x)− F2(x). From the definition of the operator Φ, we have

∥Φ(F1)− Φ(F2)∥L2(Ω) = ∥u(x, T ;F1)− u(x, T ;F2)∥L2(Ω)

= ∥δu(., T )∥L2(Ω).

Now we use the inequality

∥δu(., T )∥2L2(Ω) ≤ T∥δut∥2L2(0,T ;L2(Ω)), (4.32)

since the estimate (4.7) holds for δut(x, t), we get

∥Φ(F1)− Φ(F2)∥2L2(Ω) ≤ TCe∥G∥2L2(0,T )∥F1 − F2∥2L2(Ω).
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This completes the proof.

Remark 4.2. Since the input-output operator Φ is compact, the inverse source problem
(4.1)-(4.2) is ill-posed in the sense of Hadamard (see, [40] and also, [50], Lemma 1.3.1).

4.2.3 Lipschitz continuity of the Fréchet derivative of the functional

To derive the Fréchet derivative of the functional, we introduce an adjoint system with
final data in terms of the measured data, derive an a priori estimates, and discuss the well-
posedness of the problem. Note that the increment δJ (F ) := J (F + δF )− J (F ) of the
Tikhonov functional J (F ) satisfies the following identity

δJ (F ) =

∫
Ω

[u(x, T ;F )− uT (x)] δu(x, T )dx+
1

2

∫
Ω

(δu(x, T ))2 dx, (4.33)

where δu(x, t) = u(x, t;F + δF ) − u(x, t;F ) solves the problem (4.31). We express the
first integral of δJ , which consists of both u(x, t;F + δF ) and u(x, t;F ), in terms of an
integral with the solution of an adjoint system alone.

Lemma 4.1. Let Assumption 4.1 holds true and uT ∈ L2(Ω). Then the following integral

relationship between the inputs and outputs holds:

−
∫
Ω

ρh(x)q(x)δu(x, T )dx =

∫
Ω

(∫ T

0

G(t)ψ(x, t; q)dt

)
δF (x)dx, (4.34)

for all F ∈ L2(Ω), where ψ ∈ L2(0, T ;V2(Ω)) is the weak solution of the following

backward problem

ρh(x)ψtt − µ(x)ψt + (D(x)(ψx1x1 + νψx2x2))x1x1

+(D(x)(ψx2x2 + νψx1x1))x2x2

+2(1− ν) (D(x)ψx1x2)x1x2 = 0, (x, t) ∈ ΩT ,

ψ(x, T ) = 0, ψt(x, T ) = q(x), x ∈ Ω,

ψ(x, t) = 0, ψx2x2(x, t) = 0, (x, t) ∈ (Γ1 ∩ Γ3)× [0, T ],

ψ(x, t) = 0, ψx1x1(x, t) = 0, (x, t) ∈ (Γ2 ∩ Γ4)× [0, T ],

(4.35)

with the (final velocity) input q(x) at t = T , and δu ∈ L2(0, T ;V2(Ω)) is the weak solution

of the problem (4.31).
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Proof. Multiply both sides of equation (4.31) by an arbitrary function ψ(x, t), integrate
over ΩT . We have:∫

ΩT

[ρh(x)ψtt − µ(x)ψt] δu dtdx

+

∫
Ω

[ρh(x)δutψ − ρh(x)δuψt + µδuψ]t=Tt=0 dx

+

∫
ΩT

[
(D(x)(δux1x1 + νδux2x2))x1x1 + (D(x)(δux2x2 + νδux1x1))x2x2

+2(1− ν) (D(x)δux1x2)x1x2
]
ψ dxdt =

∫
ΩT

δF (x)G(t)ψ(x, t)dxdt.

Now we use the fact that the arbitrary function ψ(x, t) solves the backward problem (4.35).
Applying the integration by parts formula multiple times to the third left-hand side integral
and taking into account the homogeneous boundary and initial/final conditions in (4.31)
and (4.35), we arrive at the following integral identity:

−
∫
Ω

ρh(x)δu(x, T )ψt(x, T )dx =

∫
ΩT

δF (x)G(t)ψ(x, t)dxdt.

This leads to the required relationship (4.34).

Note that the backward problem (4.35) is a well-posed as the change of the variable t
with τ = T − t shows. Hence all the estimates (4.6)-(4.9) derived in Theorem 4.1 can also
be applied to the solution of this problem.

Lemma 4.2. Suppose Assumption 4.1 holds true and let q ∈ L2(Ω). Then the weak solution

ψ of (4.35) satisfies the following estimates

∥ψt∥2L∞(0,T ;L2(Ω)) ≤ Ce + 1

C0

C1∥q∥2L2(Ω),

∥ψt∥2L2(0,T ;L2(Ω)) ≤ CeC1∥q∥2L2(Ω), (4.36)
2∑

i,j=1

∥ψxixj∥2L∞(0,T ;L2(Ω)) ≤ Ce + 1

D0(1− ν)
C1∥q∥2L2(Ω),

∥ψtt∥2L2(0,T ;V2(Ω)′) ≤ C̃0C1∥q∥2L2(Ω),

where the constants Ce, C0, D0, C1 and C̃0 are defined in Theorem 4.1.

Assume now that the arbitrary final time input q(x) in the backward problem (4.35) is
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specified as follows:

q(x) = − 1

ρh(x)
[u(x, T ;F )− uT (x)], x ∈ Ω. (4.37)

The backward problem (4.35) with the final time (velocity) input (4.37) is defined as an
adjoint problem corresponding to the inverse problem (4.1) and (4.2). Substituting the input
(4.37) in the integral relationship (4.34), we obtain the main input-output relationship:∫

Ω

[u(x, T ;F )− uT (x)]δu(x, T )dx

=

∫
Ω

(∫ T

0

G(t)ψ(x, t;F )dt

)
δF (x)dx, (4.38)

where ψ(x, t;F ) is the solution of the backward problem (4.35) with the input defined in
(4.37) which, in turn, depends on the given input F ∈ F . In view of the input-output
relationship (4.38), the increment formula (4.33) takes the following new form:

δJ (F ) =

∫
Ω

(∫ T

0

G(t)ψ(x, t;F )dt

)
δF (x)dx+

1

2

∫
Ω

(δu(x, T ))2 dx. (4.39)

Proposition 4.2. Let the conditions of Lemma 4.2 hold true and ψ(x, t;F ) be the solution

of the adjoint problem (4.35). Then the Tikhonov functional J (F ) is Fréchet differentiable

at F ∈ F and the derivative is given by,

J ′(F )(x) =

∫ T

0

ψ(x, t;F )G(t)dt, F ∈ L2(Ω). (4.40)

Moreover, the Fréchet gradient J ′(F ) is Lipschitz continuous:

∥J ′(F + δF )− J ′(F )∥L2(Ω) ≤ L1 ∥δF∥L2(Ω), (4.41)

where the Lipschitz constant L1 =
√
TC1√
2C0

TCe∥G∥2L2(0,T ), and the constants C0, Ce, C1 are

defined in Theorem 4.1.

Proof. Using the integral identity (4.39), we need to show that the following holds to get
the Fréchet derivative of J (F ) :∣∣∣∣δJ (F )−

∫
Ω

(∫ T

0

ψ(x, t;F )G(t)dt

)
δF (x)dx

∣∣∣∣ = o
(
∥δF∥L2(Ω)

)
.
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As a consequence of estimates (4.7) and (4.32) , we can show that the last integral of (4.39)
is o
(
∥δF∥L2(Ω)

)
:

∥δu(., T )∥2L2(Ω)

∥δF∥L2(Ω)

≤ TCe∥δF∥L2(Ω)∥G∥2L2(0,T ) → 0 as ∥δF∥L2(Ω) → 0+.

By the definition of the Fréchet derivative, we arrive at the formula (4.40).
Next, we show that J ′(F ) is Lipschitz continuous. From the computation of the Fréchet

derivative, we have

∥J ′(F + δF )− J ′(F )∥2L2(Ω) =

∫
Ω

(∫ T

0

δψ(x, t; δF )G(t)dt

)2

dx, (4.42)

where δψ(x, t) = ψ(x, t;F + δF ) − ψ(x, t;F ) is the solution of the following adjoint
problem:

ρh(x)δψtt − µ(x)δψt + (D(x)(δψx1x1 + νδψx2x2))x1x1

+(D(x)(δψx2x2 + νδψx1x1))x2x2

+2(1− ν) (D(x)δψx1x2)x1x2 = 0, (x, t) ∈ ΩT ,

δψ(x, T ) = 0, δψt(x, T ) = − 1
ρh(x)

[δu(x, T )], x ∈ Ω,

δψ(x, t) = 0, δψx2x2(x, t) = 0, (x, t) ∈ (Γ1 ∩ Γ3)× [0, T ],

δψ(x, t) = 0, δψx1x1(x, t) = 0, (x, t) ∈ (Γ2 ∩ Γ4)× [0, T ],

(4.43)

and δu(x, T ) is the solution of the equation (4.31). By applying Hölder’s inequality in
(4.42), we obtain

∥J ′(F + δF )− J ′(F )∥2L2(Ω) ≤ ∥G∥2L2(0,T )∥δψ∥2L2(0,T ;L2(Ω)). (4.44)

Using the estimate ∥δψ∥2L2(0,T ;L2(Ω)) ≤ (T 2/2)∥δψt∥2L2(0,T,L2(Ω)) and (4.36), which also
hold for δψ(x, t), we get

∥δψ∥2L2(0,T ;L2(Ω)) ≤ T 2C1Ce
2C2

0

∥δu(·, T )∥2L2(Ω) ≤
T 3C1Ce
2C2

0

∥δut∥2L2(0,T ;L2(Ω)),

since ∥δu(·, T )∥2L2(Ω) ≤ T∥δut∥2L2(0,T,L2(Ω)). Hence, using the estimate (4.7), we get

∥δψ∥2L2(0,T ;L2(Ω)) ≤
T 3C1C

2
e

2C2
0

∥δF∥2L2(Ω)∥G∥2L2(0,T ). (4.45)
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Substituting (4.45) in (4.44), we obtain the required result (4.41). Hence the proof.

It is worth noticing that in the determination of source terms (or) parameters through
the numerical implementation of gradient type algorithm such as the Landweber iteration
algorithm

F (n+1)(x) = F (n)(x)− wnJ ′(F (n)(x)), n = 0, 1, 2, ...,

or CGA, the Lipschitz continuity of the Fréchet gradient plays a pivotal role (see, [42],
[50]). In particular, when we apply these gradient type algorithm for linear and nonlinear
inverse problems, we may face the difficulty in estimating the relaxation parameterwn > 0.

But in the case of Lipschitz continuity of Fréchet gradient, the relaxation parameter can
be obtained via Lipschitz constant L1 > 0. Moreover, when wn ∈ (0, 2

L1
), the Lipschitz

continuity of the gradient of the Tikhonov functional implies the monotonicity of numerical
sequence {J (F n)}, where F (n)(x) is the nth iteration of CGA. It leads to the convergence
analysis of this numerical sequence.

4.2.4 Existence of a minimizer

In this subsection, we prove the existence of a unique minimizer F ∈ F for the regu-
larized Tikhonov functional Jα(F ) using the classical arguments. One can also use the
compactness and Lipschitz continuity of the input-output operator Φ to obtain the result.

Theorem 4.2. Suppose Assumption 4.1 holds true. Then for any α > 0, there exists a unique

admissible source function F∗,α ∈ F which minimizes the regularized Tikhonov functional

Jα(F ).

Proof. As the functional Jα(F ) is bounded from below, one can argue that there exists a
minimizing sequence {Fn} ∈ F converges weakly to an admissible source F ∈ F . Note
that the following identity holds for the Tikhonov functional J (F ) :

J (Fn)− J (F ) =
1

2

∫
Ω

[u(x, T ;Fn)− u(x, T ;F )]2 dx

+

∫
Ω

[u(x, T ;F )− uT (x)] δu(x, T )dx, (4.46)

where δu(x, T ) = u(x, T ;Fn) − u(x, T ;F ). Replacing the last integral of (4.46) by the
identity∫

Ω

[u(x, T ;F )− uT (x)]δu(x, T )dx =

∫
Ω

(∫ T

0

G(t)ψ(x, t;F )dt

)
δFn(x)dx,
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where δFn(x) = Fn(x)− F (x), we have

J (Fn)− J (F ) =
1

2

∫
Ω

[u(x, T ;Fn)− u(x, T ;F )]2 dx

+

∫
Ω

∫ T

0

ψ(x, t;F )G(t)δFn(x) dt dx, (4.47)

where ψ(x, t;F ) is the solution of (4.35). Applying Hölder’s inequality, we get

∫
Ω

∣∣∣∣∫ T

0

ψ(x, t;F )G(t)dt

∣∣∣∣2 dx ≤
∫
Ω

∥ψ(x)∥2L2(0,T )∥G∥2L2(0,T ) dx

= ∥ψ∥2L2(0,T ;L2(Ω))∥G∥2L2(0,T ) < +∞,

since ψ ∈ L2(0, T ;L2(Ω)) and G ∈ L2(0, T ). It shows that∫ T

0

ψ(x, t;F )G(t)dt ∈ L2(Ω).

Since Fn ⇀ F weakly in L2(Ω), by the definition of weak convergence, we get∫
Ω

(∫ T

0

ψ(x, t;F )G(t)dt

)
Fn(x)dx→

∫
Ω

(∫ T

0

ψ(x, t;F )G(t)dt

)
F (x)dx,

as n→ ∞.

To prove the convergence of 1
2

∫
Ω
[u(x, T ;Fn)− u(x, T ;F )]2 dx, we proceed as fol-

lows. Let Fn be the minimizing sequence for the functional J (F ) and {u(x, t;Fn)} is
the corresponding sequence of weak solution to the direct problem. Now assume that
Fn ⇀ F in F . The estimate (4.8) show that {u(x, t;Fn)} is bounded in L2(0, T ;V2(Ω)).

Then there exists a subsequence of {u(x, t;Fn)} which is denoted again by u(x, t;Fn)

such that u(x, t;Fn) ⇀ u∗(x, t) in L2(0, T ;V2(Ω)). By choosing the test function as
v ∈ C2(0, T ;V2(Ω)) with v(T ) = v′(T ) = 0 for the weak form of Definition 4.1-i, inte-
grate over (0, T ) and passing the limit n→ ∞, we get u∗(x, t) = u(x, t;F ). Moreover, the
estimate (4.10) and Remark 4.1 show that the sequence {u(x, T ;Fn)} is bounded inH1

0 (Ω).

Since H1
0 (Ω) is compactly embedded in L2(Ω), the sequence {u(x, T ;Fn)} is precompact

in L2(Ω). Hence there exists a subsequence u(x, T ;Fn) such that u(x, t;Fn) → u(x, T ;F )

in L2(Ω).Hence, taking limit n→ ∞ in (4.47), we conclude that J (F ) = limn→∞ J (Fn).

Besides, since Fn ⇀ F in L2(Ω), it is lower semi-continuous, that is, ∥F∥L2(Ω) ≤
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lim inf
n→∞

∥Fn∥L2(Ω), and so we arrive at

Jα(F ) ≤ lim inf
n→∞

Jα(Fn) as Fn ⇀ F in F ,

whence Jα(F ) is lower semi-continuous on F .

Moreover, the functional Jα(F ) is strictly convex. Indeed, by the linearity of the inverse
problem, we have

u(x, t; νF1 + (1− ν)F2) = νu(x, t;F1) + (1− ν)u(x, t;F2), ν ∈ (0, 1),

and hence the functional Jα(F ) is strictly convex.

By combining these arguments and using generalized Weierstrass theorem (see, The-
orem 1.8), we conclude that the regularized functional Jα(F ) has a unique minimizer
F ∈ F . The proof is thus completed.

We can deduce the representation of the source term F ∈ F using the solution of the
adjoint problem (4.35) as follows. As in the case of the Fréchet gradient (4.40) of the
functional J (F ), the Fréchet gradient of the regularized Tikhonov functional Jα(F ) is
given by

J ′
α(F ) =

∫ T

0

ψ(x, t;F )G(t)dt+ αF. (4.48)

Moreover, by Theorem 4.2, the regularized functional Jα(F ) has a unique minimizer and
this minimizer F∗,α ∈ L2(Ω) can be represented in terms of solution of adjoint problem as
follows

F∗,α(x) = − 1

α

∫ T

0

ψ(x, t;F∗,α)G(t)dt, (4.49)

since F∗,α satisfy the necessary condition J ′
α(F∗,α) = 0.

4.3 Stability estimates for the regularized solution: varia-
tional approach

In this subsection, we first establish a first-order necessary optimality condition, which
has to be satisfied by an optimal solution of the minimization problem. This optimality
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condition is the crucial ingredient in obtaining the stability estimate for the inverse source
problem. As a direct consequence of this theorem 1.9, we have:

Corollary 4.1. For the considered final data inverse source problem (4.1)-(4.2) with the

gradient formula (4.40), for any F∗ ∈ F∗ the following variational inequality holds:∫
Ω

∫ T

0

[F (x)− F∗(x)]G(t)ψ(x, t;F∗)dtdx ≥ 0, for all F ∈ F , (4.50)

where

F∗ := {F ∈ F : J (F ) = J∗ := inf
F̄∈F

J (F̄ )} (4.51)

and J (F ) is the Tikhonov functional defined in (4.29).

Proof. Note that the Tikhonov functional J defined by (4.29) with gradient formula (4.40)
is continuously differentiable function on F and F ⊂ L2(Ω) is convex. By Theorem 1.9,
for any F∗ ∈ F∗, the following integral inequality holds:∫

Ω

∫ T

0

[F (x)− F∗(x)]G(t)ψ(x, t;F∗)dtdx ≥ 0, for all F ∈ F ,

where the set F∗ is defined in (4.51).

Moreover, in the case of regularized Tikhonov functional Jα(F ), we have:

Corollary 4.2. Let the conditions of Theorem 1.9 hold. Then for the unique minimizer

F∗,α ∈ F of the regularized Tikhonov functional (4.30) with the gradient formula (4.48),

the following variational inequality holds:∫
Ω

∫ T

0

[F (x)− F∗,α(x)]G(t)ψ(x, t;F∗,α)dxdt

+α

∫
Ω

F∗,α(x) [F (x)− F∗,α(x)] dx ≥ 0, for all F ∈ F . (4.52)

Note that the connection of the final time inverse source problem for heat equation
with a variational inequality of type (4.50) was first revealed in [42]. Next, we establish
sufficient conditions on the final time and the damping parameter, which give the stability
estimates for the source term in terms of the measured data.
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Theorem 4.3. Suppose Assumption 4.1 holds true. Let F∗,α, F̂∗,α ∈ F are (unique) minimiz-

ers of the regularized Tikhonov functional (4.30), corresponding to the measured outputs

uT , ûT ∈ L2(Ω), respectively. Then, the following hold true:

(a) If the final time satisfies the condition

0 < T ≤
(
C4

0

2C1

)1/5
(

α

∥G∥2L2(0,T )

)2/5

:= T ∗, (4.53)

then the following Lipschitz stability estimate holds:

∥F∗,α − F̂∗,α∥L2(Ω) ≤ CST∥uT − ûT∥L2(Ω), (4.54)

with the stability constant
CST =

C
1/2
0

T∥G∥L2(0,T )

. (4.55)

(b) Suppose the damping coefficient µ(x) satisfies the condition

µ(x) ≥
(
2C1

C2
0

)1/3
(
∥G∥2L2(0,T )

α

)2/3

T := µ0 > 0 (4.56)

for any given T > 0. Then the following Lipschitz stability estimate holds:

∥F∗,α − F̂∗,α∥L2(Ω) ≤ C̃ST∥uT − ûT∥L2(Ω) (4.57)

where C̃ST =
µ0√

T ∥G∥L2(0,T )

, (4.58)

is the stability constant and C0, C1 are the constants defined in Theorem 4.1.

Proof. In the variational inequality (4.52) for the solution F∗,α ∈ F , we replace F (x) with
F̂∗,α ∈ F to get ∫

Ω

∫ T

0

[
F̂∗,α(x)− F∗,α(x)

]
G(t)ψ(x, t;F∗,α)dxdt

+α

∫
Ω

F∗,α(x)
[
F̂∗,α(x)− F∗,α(x)

]
dx ≥ 0. (4.59)
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Similarly, we replace F∗,α with F̂∗,α ∈ F and F with F∗,α in the variational inequality∫
Ω

∫ T

0

[
F∗,α(x)− F̂∗,α(x)

]
G(t)ψ(x, t; F̂∗,α)dxdt

+α

∫
Ω

F̂∗,α(x)
[
F∗,α(x)− F̂∗,α(x)

]
dx ≥ 0. (4.60)

From inequalities (4.59) and (4.60) we deduce that

α

∫
Ω

[
F̂∗,α(x)− F∗,α(x)

]2
dx

≤
∫
Ω

∫ T

0

[
F̂∗,α(x)− F∗,α(x)

]
G(t)δψ(x, t)dxdt, (4.61)

where δψ(x, t) = ψ(x, t;F∗,α)−ψ(x, t; F̂∗,α) is the solution of the backward problem (4.43)

with δψt(x, T ) = − 1

ρh(x)
[δu(x, T ) − δuT (x)], δu(x, T ) = u(x, T ;F∗,α) − u(x, T ; F̂∗,α)

and δuT (x) = uT (x)− ûT (x).
Applying Hölder’s inequality in the integral on the right-hand side of (4.61), we obtain

α∥F∗,α − F̂∗,α∥2L2(Ω) ≤ ∥F∗,α − F̂∗,α∥L2(Ω)

∫ T

0

|G(t)|∥δψ(t)∥L2(Ω)dt.

It leads to the estimate

α2∥F∗,α − F̂∗,α∥2L2(Ω) ≤ ∥G∥2L2(0,T ) ∥δψ∥2L2(0,T ;L2(Ω)). (4.62)

To estimate the norm ∥δψ∥2L2(0,T ;L2(Ω)), we use the inequality

∥δψ∥2L2(0,T ;L2(Ω)) ≤ (T 2/2)∥δψt∥2L2(0,T,L2(Ω))

and then apply the estimate (4.36), which holds also for δψ(x, t). We have:

∥δψ∥2L2(0,T ;L2(Ω)) ≤
T 2

C2
0

C1Ce

(
∥δu(·, T )∥2L2(Ω) + ∥δuT∥2L2(Ω)

)
. (4.63)

Now, we use the inequality ∥δu(·, T )∥2L2(Ω) ≤ T ∥δut∥2L2(0;T,L2(Ω)) with the estimate

∥δut∥2L2(0,T ;L2(Ω)) ≤ Ce∥δF∥2L2(Ω)∥G∥2L2(0,T ),

which is a consequence of the second estimate (4.7) in Theorem 4.1 applied to the weak
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solution of problem (4.31), to deduce that

∥δu(·, T )∥2L2(Ω) ≤ TCe∥F∗,α − F̂∗,α∥2L2(Ω)∥G∥2L2(0,T ). (4.64)

In view of (4.64), inequality (4.63) takes the following form:

∥δψ∥2L2(0,T ;L2(Ω)) ≤ T 3C1C
2
e

C2
0

∥F∗,α − F̂∗,α∥2L2(Ω)∥G∥2L2(0,T )

+
T 2C1Ce
C2

0

∥uT − ûT∥2L2(Ω). (4.65)

Substituting (4.65) in (4.62), we get

α2∥F∗,α − F̂∗,α∥2L2(Ω) ≤ T 3C1C
2
e

C2
0

∥G∥4L2(0,T )∥F∗,α − F̂∗,α∥2L2(Ω)

+
T 2C1Ce
C2

0

∥G∥2L2(0,T ) ∥uT − ûT∥2L2(Ω). (4.66)

Let the value T > 0 of the final time is chosen so that the following condition holds:

C1C
2
e

C2
0

T 3∥G∥4L2(0,T ) =
α2

2
. (4.67)

Then (4.66) implies that CeT∥G∥2L2(0,T )∥F∗,α − F̂∗,α∥2L2(Ω) ≤ ∥uT − ûT∥2L2(Ω). Hence,

∥F∗,α − F̂∗,α∥2L2(Ω) ≤
1

CeT∥G∥2L2(0,T )

∥δuT∥2L2(Ω),

which leads to the stability estimate (4.54) with the stability constant CST defined in (4.55),
since Ce = exp(T/C0) − 1 ≥ T/C0. Using the latter inequality in (4.67), we deduce that

T ≤
(

C4
0

2C1∥G∥4
L2(0,T )

)1/5

α2/5, which yields the condition (4.53).

In order to prove (b), use the new assumption µ(x) ≥ µ0 > 0 in the energy identity
(4.11) and applying (4.12), we may obtain

2

∫ t

0

∫
Ω

µ(x)uτ (τ)
2dxdτ ≤ µ0

∫ t

0

∫
Ω

uτ (τ)
2dxdτ +

1

µ0

∥F∥2L2(Ω)∥G∥2L2(0,T )

+D1(1 + ν)∥u0∥2V2(Ω) + C1∥v0∥2L2(Ω).
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It leads to the estimate

∥ut∥2L2(0,T ;L2(Ω)) ≤ 1

µ2
0

∥F∥2L2(Ω)∥G∥2L2(0,T )

+
1

µ0

(
D1(1 + ν)∥u0∥2V2(Ω) + C1∥v0∥2L2(Ω)

)
. (4.68)

Since an estimate similar to (4.68) also hold for ∥δψt∥L2(0,T ;L2(Ω)), we have

∥δψ∥2L2(0,T ;L2(Ω)) ≤ 1

2
T 2∥δψt∥2L2(0,T ;L2(Ω))

≤ T 2C1

µ0C2
0

(
∥δu(·, T )∥2L2(Ω) + ∥δuT∥2L2(Ω)

)
. (4.69)

As in the previous part (a), we obtain

∥δu(·, T )∥2L2(Ω) ≤ T ∥δut∥2L2(0;T,L2(Ω)) ≤
T

µ2
0

∥F∗,α − F̂∗,α∥2L2(Ω)∥G∥2L2(0,T ).

Using this estimate in (4.69), one may obtain

∥δψ∥2L2(0,T ;L2(Ω)) ≤ T 3C1

µ3
0 C

2
0

∥F∗,α − F̂∗,α∥2L2(Ω)∥G∥2L2(0,T )

+
T 2C1

µ0C2
0

∥uT − ûT∥2L2(Ω). (4.70)

Substituting (4.70) in (4.62), we get

α2∥F∗,α − F̂∗,α∥2L2(Ω) ≤ Cα(µ0)∥F∗,α − F̂∗,α∥2L2(Ω)

+
T 2C1

µ0C2
0

∥G∥2L2(0,T ) ∥uT − ûT∥2L2(Ω),

where Cα(µ0) =
T 3C1

µ30 C
2
0
∥G∥4L2(0,T ). Choosing µ0 such that Cα(µ0) =

α2

2
, that is, µ(x) satisfy

the condition given by (4.56), we can obtain the stability estimate (4.57) with constant C̃ST
as in (4.58). Hence the proof.

Remark 4.3. The first series of results given in part (a) of the above theorem that contains
not only a stability estimate but also an estimate (4.53) for the upper limit T ∗ > 0 of the
final time is true for all non-negative values µ(x) ≥ 0 of the damping coefficient including
also the undamped case µ(x) = 0. However, the stability constant CST defined in (4.55)
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does not contain information on the degree of influence of the damping coefficient, which is
analyzed in the results of [51] is very significant in the unique determination of an unknown
spatial load. In this sense, the results in part (b) of the theorem that holds if the damping
coefficient µ(x) is strictly positive can be interpreted as complementary. Namely, in this
part, the lower limit µ0 > 0 of this coefficient is established, and then a similar to (4.54),
the stability estimate (4.57) is proved.

Furthermore, the new stability constant C̃ST defined in (4.58) depends on this lower
limit µ0 > 0 as well as on the upper limit T ∗ > 0 of the final time found in part (a). In fact,
the dependence of the new constant C̃ST on the previous one CST is easily deduced from
formulas (4.55) and (4.58): C̃ST =

√
T µ0√
C0

CST. □

The following example gives an idea of the specific values of the upper limit T ∗ > 0

of the final time and the lower limit µ0 > 0 of the damping coefficient, also the stability
constants C̃ST and CST, depending on values of the parameter of regularization α > 0 and
the norm ∥G∥L2(0,T ) of the temporal load G(t).

Example 4.1. Some permissible values of the upper limit of the final time and the lower
limit of the damping coefficient depending on values of the parameter of regularization
α > 0 and the norm ∥G∥L2(0,T ) of the temporal load. For clarity of explanations and
comments, it is assumed that C0 = C1 = 1, which means ρ(x) = h(x) = 1.

Formulas (4.53) and (4.56) for the upper limit T ∗ > 0 of the final time and the lower
limit µ0 > 0 of the damping coefficient show that these limits are mainly determined by
the ratio α/∥G∥2L2(0,T ) and the inverse ratio ∥G∥2L2(0,T )/α, respectively. In particular, this
means that a decrease in one of these values T ∗ > 0 or µ0 > 0 leads to an increase in the
other. As a consequence of this, it is reasonable to use the same order of magnitude for
the values of α and ∥G∥2L2(0,T ). Since in real applications the value of the regularization
parameter α varies in the range from 10−2 to 10−4, the upper limits T ∗ > 0 of the final time
cannot be too large, as the formula (4.53) suggests.

Even if we take the value of the norm ∥G∥L2(0,T ) to be very small, say 10−1, the upper
limit T ∗ > 0 will not even be more than one. Furthermore, if the value of this norm is in the
order of 1, then T ∗ > 0 will be in the order of O

(
α2/5

)
, i.e., very small, whereas µ0 > 0

will be in the order of O
(
α−2/3

)
but it is controlled by T ∗. It is evident that the increase in

value of the regularization parameter α decreases both the stability constants CST and C̃ST.

Some specific values of the upper limit T ∗ > 0 of the final time and the lower limit µ0 > 0

of the damping coefficient as well as of the stability constants defined in (4.55) and (4.58)
are given in Table 1.
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Table 4.1: Admissible upper limits T ∗ > 0 and the lower limits µ0 > 0 depending on
α > 0 and ∥G∥L2(0,T ).

α T∗ = CST = µ0 = C̃ST = α
√
2∥G∥2

L2(0,T )

2/5

1

T ∥G∥L2(0,T )

T

 α
√
2∥G∥2

L2(0,T )

−2/3

µ0√
T ∥G∥L2(0,T )

10−5/2 0.54 18.51 1.46 19.94
10−3 0.34 29.41 1.98 34.09
10−4 0.13 76.9 3.52 97.86

Taking into account the fact that the value of the damping coefficient is in the range
from 10−2 to 10 (see, for instance [81]), we deduce from the first and second lines of the
table that when µ0 < 2, the stability estimates (4.54) and (4.57) hold for acceptable values
of T ∗ > 0 and CST, as well. The last row of the table suggests that the increase of the
lower limit µ0 > 2 of the damping coefficient causes the value of the stability constant C̃ST

to increase drastically and thus, the value of the upper limit T ∗ > 0 of the final time to
decrease. □

4.4 Singular value decomposition of the input-output op-
erator

This section is devoted to analyzing the relationship between the two widely used methods,
the Tikhonov regularization method and singular value decomposition, in determining the
source term.

First, let us derive a unique representation for the unknown source F ∈ F using the
singular system of the input-output operator Φ. Assume that D ∈ H2(Ω).

Consider the operator L : D(L) ⊂ L2(Ω) 7→ L2(Ω) defined by

(Lv)(x) := (D(x)(vx1x1 + νvx2x2))x1x1 + (D(x)(vx2x2 + νvx1x1))x2x2

+2(1− ν) (D(x)vx1x2)x1x2 , x ∈ Ω
(4.71)

where D(L) = {v ∈ V2(Ω) ∩H4(Ω) : vx2x2(x) = 0, x ∈ (Γ1 ∩ Γ3) , vx1x1(x) = 0, x ∈
(Γ2 ∩ Γ4)}. We can easily see that the operator L is self-adjoint and positive definite. Fur-
thermore, there exist eigenfunctions {vkl}∞k,l=1 corresponding to the eigenvalues {λkl}∞k,l=1
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such that 
(Lvkl)(x) = λklvkl, x ∈ Ω

vkl(x) = 0, vkl,x2x2(x) = 0, x ∈ (Γ1 ∩ Γ3)

vkl(x) = 0, vkl,x1x1(x) = 0, x ∈ (Γ2 ∩ Γ4) .

(4.72)

In addition, the eigenvectors {vkl}∞k,l=1 form an orthonormal basis for L2(Ω) (see, [34]).

Remark 4.4. In the case of D(x) = 1 and Ω = {(x1, x2) ∈ R2 : x1 ∈ (0, π), x2 ∈ (0, π)},
the eigenvalues of the operator L : D(L) ⊂ L2(Ω) 7→ L2(Ω) defined in (4.71) subject to
the boundary conditions (4.72) are as follows (see, [79], section 14.4)

λkl = (k2 + l2)2, k = 1, 2, ..., l = 1, 2, ..., (4.73)

vkl(x) =
2

π
(sin(kx1) sin(lx2)), x ∈ Ω.

We analyze the singular system of input-output operator Φ by considering the inverse
source problem (4.1)-(4.2) with ρh(x) = 1 and u0(x) = v0(x) = 0. The following proposi-
tion gives spectral properties of the operator Φ.

Theorem 4.4. The input-output operator Φ : F ⊂ L2(Ω) 7→ V2(Ω) ⊂ L2(Ω) defined

by (ΦF )(x) := u(x, T ;F ) corresponding to the inverse source problem (4.1) and (4.2) is

self-adjoint. Furthermore, {κkl, vkl} is the eigensystem of the operator Φ, that is,

(Φvkl)(x) = κklvkl(x), (4.74)

where κkl has three possible values:

κkl =



1

ωkl

∫ T

0

e−µ(T−t)/2 sin(ωkl(T − t))G(t)dt,

ωkl =
1
2

√
4λkl − µ2, if 0 < µ < 2

√
λkl∫ T

0

(T − t)e−µ(T−t)/2G(t)dt, if µ = 2
√
λkl

1

2ω̂kl

∫ T

0

e−µ(T−t)/2
[
eω̂kl(T−t) − e−ω̂kl(T−t)

]
G(t)dt,

ω̂kl =
1
2

√
µ2 − 4λkl, if µ > 2

√
λkl,

(4.75)

and {vkl}∞k,l=1 are orthonormal eigenvectors corresponding to eigenvalues {λkl}∞k,l=1 of the

operator L : D(L) ⊂ L2(Ω) 7→ L2(Ω) of the system (4.72).
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Proof. Let us use the eigenfunctions {vkl}∞k,l=1, which forms an orthonormal basis for
L2(Ω), to write the Fourier series expansion for the solution to the initial boundary value
problem (4.1) as follows

u(x, t) =
∞∑

k,l=1

(u(t), vkl)vkl(x) =
∞∑

k,l=1

ukl(t)vkl(x).

Now take inner product between (4.1) and vkl(x) to get{
(utt(t), vkl) + µ(ut(t), vkl) + λkl(u(t), vkl) = (F, vkl)G(t)

(u(0), vkl) = (ut(0), vkl) = 0.

This leads to the ODE:{
u′′kl(t) + µu′kl(t) + λklukl(t) = FklG(t)

ukl(0) = u′kl(0) = 0
(4.76)

for each k, l = 1, 2, 3, ... and Fkl := (F, vkl) is the Fourier coefficient of the function
F ∈ L2(Ω).

The roots of the characteristic equation in relation to (4.76) is given bym =
−µ±

√
µ2−4λkl
2

.

We get three solutions corresponding to the sign of the discriminant which are determined
by µ < 2

√
λkl, µ = 2

√
λkl and µ > 2

√
λkl. The possible solutions of the Cauchy problem

(4.76) corresponding to these cases are given as follows:

ukl(t) =



Fkl
ωkl

∫ t

0

e−µ(t−τ)/2 sin(ωkl(t− τ))G(τ)dτ,

ωkl =
1
2

√
4λkl − µ2, if 0 < µ < 2

√
λkl

Fkl

∫ t

0

(t− τ)e−µ(t−τ)/2G(τ)dτ, if µ = 2
√
λkl

Fkl
2ω̂kl

∫ t

0

e−µ(t−τ)/2
[
eω̂kl(t−τ) − e−ω̂kl(t−τ)

]
G(τ)dτ,

ω̂kl =
1
2

√
µ2 − 4λkl, if µ > 2

√
λkl.

Hence, the Fourier series expansion of the input-output operator (ΦF )(x) := u(x, T ;F ) is
given by (ΦF )(x) =

∑∞
k,l=1 κklFklvkl(x), where κkl takes three possible values as defined

in (4.75).

Note that {vkl}∞k,l=1 are eigenvectors of the input-output operator Φ corresponding to
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the eigenvalues {κkl}∞k,l=1. Indeed,

(Φvk′l′)(x) =
∞∑

k,l=1

κkl(vk′l′(x), vkl)vkl(x) = κk′l′vk′l′(x).

This implies (4.74), and the operator Φ is also self-adjoint. This completes the proof.

Using the spectral properties of Φ, the regularized solution Fα can be represented by a
series with measured data uT and the singular values κkl of Φ. The following theorem gives
the series representation of Fα.

Theorem 4.5. Let Assumption 4.1 hold and uT ∈ L2(Ω). Suppose that temporal load

G(t) > 0 is such that κkl > 0 for all k, l = 1, 2, 3, .... Then the unique minimum F∗,α ∈ F

of the regularized Tikhonov functional Jα(F ) can be represented as follows

F∗,α(x) =
∞∑

k,l=1

q(α;κkl)

κkl
uT,klvkl(x), x ∈ Ω, α ≥ 0 (4.77)

where q(α;κkl) =
κ2kl

α+κ2kl
is the filter function and uT,kl is the kl-th Fourier coefficient of the

data uT .

Proof. Proof is similar to that of Theorem 3.1.3 given in [50].

In view of Theorem 4.5 and Remark 4.4, we have the following analysis.

Below we assume, without loss of generality, that 0 < µ < 2
√
λ11 and regularization

parameter α = 0 , where λ11 > 0 is the smallest eigenvalue . The cases µ = 2
√
λk∗l∗ and

µ > 2
√
λk∗l∗ can be investigated in a similar way.

Evidently, only the positivity κkl > 0 of the singular values for all k, l = 1, 2, 3, ... can
not guarantee the convergence of the singular value expansion

F∗(x) =
∞∑

k,l=1

1

κkl
uT,kl vkl(x), x ∈ Ω, (4.78)

as the Picard criterion shows (see, [50])

∞∑
k,l=1

u2T,kl
κ2kl

<∞. (4.79)

104



To understand what this criterion means for the considered inverse problem, we use the first
formula in (4.75) to estimate the singular values as follows:

0 < κkl <
1

ωkl

(∫ T

0

sin2(ωklt)dt

)1/2(∫ T

0

G2(T − t) dt

)1/2

≤
√
T

√
λkl
√
1− µ2/(4λkl)

∥G∥L2(0,T ).

The right-hand-side of this inequality shows that the singular values κkl, k, l = 1, 2, 3, ...

have the asymptotic property O (k−2 + l−2), since by (4.73) λkl ∼ O (k4 + l4). As a
consequence of this property and the Picard criterion (4.79), we deduce that the series
(4.78) converges if and only if

∞∑
k,l=1

(
k2 + l2

)2
u2T,kl <∞. (4.80)

Based on characterization of Sobolev spaces by Fourier transform [27], we conclude from
(4.80) that, if the measured output uT (x) satisfies the following regularity and consistency
conditions:

uT ∈ M2(Ω) : = {v ∈ H2(Ω) : v(x) = 0, x ∈ Γ}, (4.81)

uT,x2x2(x) = 0, x ∈ (Γ1 ∩ Γ3) , uT,x1x1(x) = 0, x ∈ (Γ2 ∩ Γ4)},

then the condition (4.80) is satisfied. Thus, we have:

Theorem 4.6. Let conditions of Theorem 4.5 hold. Assume, in addition, that the measured

output uT (x) satisfies the regularity and consistency conditions (4.81). Then the inverse

problem (4.1) and (4.2) has a unique solution. Furthermore, this solution possesses the

convergent SVD given by (4.78), with the singular values defined in (4.75).

Remark 4.5. As mentioned above, if the Fréchet gradient of Tikhonov functional is Lips-
chitz continuous, then CGA can be used to solve the inverse problem effectively. The same
inverse problem can also be solved by truncated singular value decomposition (TSVD) al-
gorithm if the regularized solution Fα has singular value decomposition (4.77) (see, [50]).
This algorithm can be defined by taking the partial sum

∑N
k,l=1

q(α;κkl)
κkl

uσT,klvkl(x), α ≥ 0

of the series (4.77) and choosing the cut-off index N. Here uσT,kl is the kl-th Fourier coeffi-
cient of the noisy data uσT (x) and σ > 0 is the noise level.
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4.4.1 Relationship between representation formulas

Since we have derived two representation formulas for the regularized solution, we ana-
lyze the relationship between these two representations. For this analysis, we write the
equivalent form of gradient formula (4.48) in terms of the linear, compact operator Φ as
follows (see, [50], Theorem 2.5.1): J ′

α(F ) = Φ∗(Φ(F ) − uT ) + αF, F ∈ L2(Ω), where
Φ∗ : L2(Ω) 7→ L2(Ω) is the adjoint of the operator Φ. Hence the representation (4.49) is an
analogue of the representation Fα = (Φ∗Φ+αI)−1Φ∗uT , for the solution of the regularized
normal equation

(Φ∗Φ + αI)Fα = Φ∗uT . (4.82)

Since the normal equation (4.82) has a unique solution for each α > 0, the following
coupled system also admits a unique solution (u, ψ) :

utt = −µ(x)ut − (D(x)(ux1x1 + νux2x2))x1x1

− (D(x)(ux2x2 + νux1x1))x2x2 − 2(1− ν) (D(x)ux1x2)x1x2

− 1
α

(∫ T

0

ψ(x, t;Fα)G(t)dt

)
G(t), (x, t) ∈ ΩT ,

u(x, 0) = 0, ut(x, 0) = 0, x ∈ Ω,

u(x, t) = 0, ux2x2(x, t) = 0, (x, t) ∈ (Γ1 ∩ Γ3)× [0, T ],

u(x, t) = 0, ux1x1(x, t) = 0, (x, t) ∈ (Γ2 ∩ Γ4)× [0, T ],

(4.83)



ψtt = µ(x)ψt − (D(x)(ψx1x1 + νψx2x2))x1x1

− (D(x)(ψx2x2 + νψx1x1))x2x2

−2(1− ν) (D(x)ψx1x2)x1x2 , (x, t) ∈ ΩT ,

ψ(x, T ) = 0, ψt(x, T ) = −[u(x, T ;F )− uT (x)], x ∈ Ω,

ψ(x, t) = 0, ψx2x2(x, t) = 0, (x, t) ∈ (Γ1 ∩ Γ3)× [0, T ],

ψ(x, t) = 0, ψx1x1(x, t) = 0, (x, t) ∈ (Γ2 ∩ Γ4)× [0, T ].

(4.84)

Theorem 4.7. Suppose Assumption 4.1 hold true and let the pair (u, ψ) be the solution of

coupled system (4.83)-(4.84) for a given α > 0. Then Fα ∈ L2(Ω) defined by (4.49) is the
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solution of normal equation (4.82) if and only if

Fα(x) =
∞∑

k,l=1

q(α;κkl)

κkl
uT,klvkl(x), α ≥ 0, (4.85)

where q(α;κkl) is the filter function and κkl is defined by (4.75).

Proof. Assume that Fα ∈ L2(Ω) is the solution of the normal equation (4.82). Then the
pair (u, ψ) is the solution of (4.83). Since eigenfunctions {vkl}∞k,l=1 form orthonormal basis
for L2(Ω), we can write Fourier series representation of u(x, t;Fα) as follows

u(x, t;Fα) =
∞∑

k,l=1

(u(t), vkl)vkl(x) =
∞∑

k,l=1

ukl(t;Fα)vkl(x),

where ukl(t;Fα) is the solution of the ODE (4.76). By taking t = T in the solution (4.77)
of the ODE, we obtain the Fourier series representation of output data u(x, T ;Fα) with
Fourier coefficient

ukl(T ;Fα) = κklFα,kl, (4.86)

where Fα,kl is the kl-th Fourier coefficient of Fα.
Applying the Fourier series method to adjoint problem (4.84), we obtain ψ(x, t;Fα) =∑∞
k,l=1 ψkl(t;Fα)vkl(x), where ψkl(t;Fα) is the solution of the ODE

{
ψ′′
kl(t)− µψ′

kl(t) + λklψkl(t) = 0

ψkl(T ) = 0, ψ′
kl(T ) = − (ukl(T )− uT,kl) .

(4.87)

The roots of the characteristic equation corresponding to (4.87) is m =
µ±
√
µ2−4λkl
2

. We
obtain three possible solutions according to the sign of discriminant, which are given by

ψkl(t) =



[ukl(T ;Fα)− uT,kl]

ωkl
e−µ(T−t)/2 sin(ωkl(T − t)),

ωkl =
1
2

√
4λkl − µ2, if 0 < µ < 2

√
λkl

[ukl(T ;Fα)− uT,kl] (T − t)e−µ(T−t)/2, if µ = 2
√
λkl

[ukl(T ;Fα)− uT,kl]

2ω̂kl
e−µ(T−t)/2

[
eω̂kl(T−t) − e−ω̂kl(T−t)

]
ω̂kl =

1
2

√
µ2 − 4λkl, if µ > 2

√
λkl.

(4.88)
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Multiplying both sides of equations (4.88) by −G(t)
α

, integrating on (0, T ) and using the
expressions (4.75), we get

Fα,kl = − 1

α

∫ T

0

ψkl(t;Fα)G(t)dt = −κkl
α

[ukl(T ;Fα)− uT,kl] .

Using the formula (4.86), we obtain the kl-th Fourier coefficient Fα,kl in terms of the pa-
rameter of regularization α > 0 and Fourier coefficient uT,kl of measured output data:

Fα,kl =
κkl

κ2kl + α
uT,kl =

q(α;κkl)

κkl
uT,kl, k, l = 1, 2, 3, ...,

where q(α;κkl) is the filter function, and hence (4.77) follows.

Converse part directly follows from Fα,kl. Indeed, assume that Fα ∈ L2(Ω) has the
series representation (4.77). Hence kl-th Fourier coefficient of Fα is given by

Fα,kl =
q(α;κkl)

κkl
uT,kl =

κkl
κ2kl + α

uT,kl.

It leads to the following

Fα,kl = −κkl
α

(ukl(T, Fα)− uT,kl) , (4.89)

since ukl(T, Fα) = κklFα,kl. Substituting (4.75) and (6.2) in (4.89), we get the integral form
of kl-th Fourier coefficient Fα,kl as follows

Fα,kl = − 1

α

∫ T

0

ψkl(t)G(t)dt.

By the integral form of the coefficient Fα,kl, we obtain the integral representation (4.49) of
Fα(x), that is, Fα ∈ L2(Ω) is the solution of normal equation (4.82). This completes the
proof.

The above Theorem 4.7 shows that the formula (4.49) can be treated as an integral form
of singular value decomposition. This Theorem shows that the solution obtained by these
two methods, Tikhonov regularization and singular value decomposition are equivalent.
These theoretical results lead to the comparison of numerical methods such as CGA and
TSVD. This comparison was done for inverse source problem of heat and wave equation by
illustrating several numerical examples in [49]. These examples show that the new version
of CGA with TSVD initialization is more effective than TSVD and CGA alone.
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4.5 Stability estimates: spectral approach

In this section, we establish the stability estimate for the solution of inverse problem (4.1)
and (4.2) with ρh(x) = ρ = const., D(x) = D = const. and µ(x) = µ = const, using the
singular values κkl of the input-output operator Φ. The variable coefficients case is studied
in the same way, using the property

M∗,λλ
2
kl ≤ λ̃2kl ≤M∗

λλ
2
kl, k, l = 0, 1, 2, 3, . . .

of the eigenvalues λ̃2kl corresponding to the variable coefficient Kirchhoff operator.

First consider the case with α = 0. We use the following sufficient condition given by
Theorem 11.4.2 of [50] for the positivity κkl > 0 for all k, l = 1, 2, 3, ... of the singular
values of the operator Φ.

Lemma 4.3. Let Assumption 4.1 hold. Suppose that the damping coefficient satisfies the

condition 0 < µ < 2
√
λ11 and the temporal load G(t) belongs to H1(0, T ). In addition,

assume that the coefficient, final time and the temporal load satisfy the inequality:

G(T ) >
(
G(0)e−µT/2 +

(
(1− e−µT )/µ

)1/2 ∥G′∥L2(0,T )

)
×
(
1−

(
µ/(2

√
λ11)

)2)−1/2

:= M(G, µ, T ). (4.90)

Then all eigenvalues κkl, k, l = 1, 2, 3, ... , of the input-output operator Φ are positive.

The proof of this lemma is based on the inequality (Theorem 11.4.2 of [50]):

κkl ≥ 1

λkl
{G(T )−M(G, µ, T )} . (4.91)

Theorem 4.8. Let Assumption 4.1 hold. Assume that the damping coefficient satisfies the

condition 0 < µ < 2
√
λ11 and the temporal load G(t) belongs to H1(0, T ). Suppose in

addition the inequality (4.90) holds. Then

∥F∗ − F̃∗∥L2(Ω) ≤ C̄ST ∥uT − ũT∥H4(Ω), (4.92)

with the stability constant

C̄ST =
1

G(T )−M(G, µ, T )
> 0,
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where F∗, F̃∗ ∈ L2(Ω) are the unique solutions of the inverse problem (4.1)-(4.2) corre-

sponding to the measured outputs uT , ũT ∈ H4(Ω) satisfying the consistency conditions

(4.81), and M(G, µ, T ) > 0 is the constant introduced in (4.90).

Proof. By the above assumptions and inequalities (4.90)-(4.91), we obtain

1

κkl
≤ 1

G(T )−M(G, µ, T )
λkl.

Using the relationship between the Fourier coefficients F∗,kl =
1
κkl
uT,kl, k, l = 1, 2, 3, . . . ,

we get

F∗,kl ≤
1

G(T )−M(G, µ, T )
λkluT,kl, k, l = 1, 2, 3, . . . .

Squaring on both sides and then taking into account (4.73), we have

F 2
∗,kl ≤

1

[G(T )−M(G, µ, T )]2
[
k2 + l2

]4
u2T,kl, k, l = 1, 2, 3, . . . .

or

∞∑
k,l=1

F 2
∗,kl ≤

1

[G(T )−M(G, µ, T )]2

∞∑
k,l=1

[
k2 + l2

]4
u2T,kl.

In view of Parseval’s identity and the characterization of the Sobolev space by the Fourier
transform, the above inequality leads to the desired result (4.92).

Example 4.2. Consider a pure spatial loading case, that is, G(t) = 1. Then

M(G, µ, T ) = e−µT/2
(
1−

(
µ/(2

√
λ11)

)2)−1/2

and the stability constant is

C̄ST =

(
1− e−µT/2

(
1−

(
µ/(2

√
λ11)

)2)−1/2
)−1

.

Evidently, the sufficient condition (4.90) holds for all large enough values of the final time
T > 0. Furthermore, for these values, C̄ST > 1.
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Consider now the regularized inverse problem. We use the relationship

F∗,α,kl =
κkl

κ2kl + α
uT,kl, k, l = 1, 2, 3, . . . . (4.93)

between the Fourier coefficients F∗,α,kl and uT,kl of the solution F∗,α(x) of the regular-
ized inverse problem and the measured output uT (x), which follows from (4.85). Use the
following lower bound in (4.93):

κ2kl + α =
(
κkl −

√
α
)2

+ 2κkl
√
α ≥ 2κkl

√
α, k, l = 1, 2, 3, . . . .

for all α > 0. Then (4.93) yields the inequality F∗,α,kl ≤ 1
2
√
α
uT,kl, k, l = 1, 2, 3, . . . .

Consequently, we have:

Theorem 4.9. Let the basic conditions (4.4) are satisfied. Then for the regularized solution

of the inverse problem (4.1) and (4.2), the following Lipschitz stability estimate holds:

∥F∗,α − F̃∗,α∥L2(Ω) ≤ CST(α) ∥uT − ũT∥L2(Ω), (4.94)

where the stability constant CST(α) =
1

2
√
α

and F∗,α, F̃∗,α ∈ L2(Ω) are the unique regular-

ized solutions of the inverse problem (4.1) and (4.2) corresponding to the measured outputs

uT , ũT ∈ L2(Ω), and α > 0 is the parameter of regularization.

Remark 4.6. It is clear from the estimate (4.94) that a small value of the regularization
parameter α magnifies the error between the measured outputs uT , ũT ∈ L2(Ω). A similar
consequence is observed in the stability estimates proved in Theorem 4.3 via the variational
inequalit (4.52).
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Chapter 5

Simultaneous identification of a spatial load
and external heat source in a structurally
damped thermoelastic plate

5.1 Introduction

In this final chapter, we study the thermoelastic plate model, a coupled system of the Kirch-
hoff model for describing the vibration of the plate, and the heat equation for modeling the
temperature distribution in the plate. In engineering practice, there are circumstances where
structural elements, in particular plates, are exposed to non-uniform thermal gradients when
they are externally loaded. These loading conditions typically lead to deformation or ge-
ometry change due to thermal expansion, the reduction of the strength and stiffness of the
material. This motivates us to extend the beam and plate equations and examine the in-
verse source problem of simultaneously identifying the mechanical load and heat source
from single measured data in a thermoelastic plate equation with structural damping. We
demonstrate the results obtained in the previous chapters using the regularization method
to the advanced system of the Kirchhoff-Love plate and the heat equations.

Consider the homogeneous, elastically and thermally isotropic thermoelastic plate equa-
tions with structural damping −w∆ut as follows:

ρhutt − r∆utt − w∆ut +D∆2u+ β1∆θ = F (x, t), (x, t) ∈ ΩT , (5.1a)

β2θt −∆θ − β3∆ut + β4θ = S(x, t), (x, t) ∈ ΩT , (5.1b)

u = ∂u
∂n = 0, θ = 0, (x, t) ∈ ΓT

u(x, 0) = u0, ut(x, 0) = v0, θ(x, 0) = θ0 x ∈ Ω,

112



where ΩT := Ω× (0, T ], ΓT := Γ× [0, T ], and Ω ⊂ R2 is a bounded domain with smooth
boundary Γ, and n is the outward normal to Γ. For the derivation of this model without
damping effect, one may look at the classical books [66], [65], and for various damping
effects on this model, we refer to [18]. The mechanical variable u(x, t) denotes the vertical
displacement and the thermal variable θ(x, t) denotes the relative temperature at position x
and time t. The initial state of the plate specified by (u0, v0, θ0) are given functions. The
functions F (x, t) and S(x, t) represent the mechanical load and external heat source ap-
plied on the plate. The structural damping −w∆ut is a consequence of mechanical-energy
dissipation due to rubbing friction resulting from a relative motion between components
and intermittent contact at the joints in a mechanical structure. Further, structural damping
describes a scenario where higher-order frequencies are more strongly damped than lower
frequencies (see, [25]). The term −r∆utt > 0 accounts for the rotational inertia of the
plate filaments, and r is proportional to the square of the plate thickness. In the model
(5.1), hereafter, we assume that the thickness of the plate is very small, which corresponds
to r = 0 ([72]). Finally, we assume that the plate is clamped at the edges, which results
in the deflection and the slope of deflection normal to the edge are zero, and a constant
temperature on the boundary. Both of these assumptions are incorporated by the boundary
conditions: u = ∂u

∂n = 0, θ = 0, ∀(x, t) ∈ ΓT . The other coefficients in the model (5.1)
takes the following form:

D =
Eh3

12(1− ν2)
, β1 =

η (1 + ν)D

2
,

β2 =
ρC

η
, β3 =

Eηr0
λ20(1− 2ν)

,

β4 =
12λ0
h2η

(
1 +

hλ1
2

)
.

The parameter w > 0 represents the structural damping coefficient that plays a major
role in the uniqueness study of regularized inverse source problems. More precisely, the
final time inverse problem with the damping parameter is motivated by two different factors
from the standpoint of the physical and mathematical models. For the Euler-Bernoulli beam
equation, the role of four separate damping mechanisms (air damping or viscous damping,
strain rate damping, spatial hysteresis, and time hysteresis) was first studied experimentally
and theoretically in [6]. Based on the analysis in this article, it was concluded that the nature
of the damping mechanisms drastically changes the nature of the solution to the vibration
problem and hence controls the response of the beam. The second mathematical reason
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is related to the non-uniqueness of the final data inverse source problem for undamped
wave, beam, and plate equations, as observed in [50]; for these undamped equations, the

unknown spatial load can not be determined uniquely from the final time measured output.

The detailed analysis of the effect of viscous damping µut in the unique determination of
the source term from final time measurement in the case of Euler-Bernoulli beam is studied
in chapter 2 (see, also [51]) for various temporal loads, and Kirchoff-Love plate has been
analyzed in chapter 4 when the viscous damping coefficient µ > 0. The important reasons
above lead to the assumption that the damping parameter w is positive.

Although there have been tremendous advancements in domains such as nuclear engi-
neering, aircraft, machine construction, and several other related fields over the past few
decades, the coupled effect between deformation and temperature has been a key factor for
the solution of many thermal shock problems. The analysis of the impact of the temperature
field and stresses produced during thermal shock, which might result in premature failure,
and understanding of thermoelastic damping in devices is crucial in many engineering sit-
uations (see, [76], [14], [92]). Therefore, it is extremely important to understand the effect
of the thermal and mechanical sources that result in the material deflection.

Given all the parameters, initial data, and source terms of (5.1), finding the solution
(u, θ) is referred to as the direct problem. In this chapter, we study the problem of determin-
ing the unknown mechanical load F (x, t) and external heat source S(x, t) in thermoelastic
plate equation (5.1) from the final time measured vertical displacement

uT (x) := u(x, T ), x ∈ Ω. (5.2)

The later problem is referred to as the inverse source problem. Mathematically, the above
inverse problem is formulated as follows. For the given constants M1,M2 > 0, we consider
the admissible set of mechanical loads

F = {F ∈ L2(0, T ;L2(Ω)) : ∥F∥L2(0,T ;L2(Ω)) ≤M1},

and the admissible set of external heat sources

G = {S ∈ L2(0, T ;L2(Ω)) : ∥S∥L2(0,T ;L2(Ω)) ≤M2}.

We define the input-output operator

Φ : F × G ⊂ L2(0, T ;L2(Ω))× L2(0, T ;L2(Ω)) 7→ H1
0 (Ω) ⊂ L2(Ω),

Φ[F, S](x) := u(x, t;F, S)|t=T .
(5.3)
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The simultaneous identification of (F, S) from the measured final time data uT ∈ L2(Ω)

can be defined in terms of the input-output operator as follows

Φ[F, S] = uT , uT ∈ L2(Ω). (5.4)

We see that, with noiseless measured output data uT , the solution of the inverse problem
is the solution of the functional equation (5.4). However, due to measurement error in
the measured output uT (x), the exact equality in functional equation (5.4) is not possible
in practice. We formulate this inverse problem as a minimization problem defined by a
Tikhonov functional as follows:

J (F, S) :=
1

2
∥Φ[F, S]− uT∥2L2(Ω), (F, S) ∈ F × G. (5.5)

The regularized form of the Tikhonov functional is given by

Jα(F, S) :=
1

2
∥Φ[F, S]− uT∥2L2(Ω) +

α

2

(
∥F∥2L2(0,T ;L2(Ω)) + ∥S∥2L2(0,T ;L2(Ω))

)
, (5.6)

where α > 0 is the parameter of regularization.

In view of the Tikhonov functional, we reformulate the inverse problem of (5.1) with
measurement (5.2) is refer to as the following minimization problem

inf
(F,S)∈F×G

Jα(F, S), (5.7)

in the set of admissible mechanical loads and external heat sources (F ,G). A solution of
this problem is called a quasi-solution or a least squares solution of the inverse problem.

Remark 5.1. For the numerical analysis of this specific inverse problem, one may consider
the Tikhonov functional given by

Jα(F, S) :=
1

2
∥Φ[F, S]− uT∥2L2(Ω) +

α1

2
∥F∥2L2(0,T ;L2(Ω)) +

α2

2
∥S∥2L2(0,T ;L2(Ω))

instead of the Tikhonov functional (5.6), where α1 > 0 and α2 > 0 are two different
regularization parameters. In the context of obtaining numerical solutions, it is common
to explore different choices of regularization parameters, and this choice depends on the
noise level of measured data (see, [10], [12], [63] ). Since we don’t analyze the effect of
two different regularaization parameters in the theoretical study, we have considered only
one parameter for both F and S.
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Our main contributions in this chapter are summarized as follows:

1. The existence of a unique mild solution of a related system (5.1) has been proved in
[65] using semigroup theory. However, it doesn’t provide any precise estimates for
the solution of this system. By using the Galerkin method, we rigorously proved the
well-posedness of the system (5.1) under Assumption 5.1 and derived optimal energy
estimates, which are crucial for the Lipschitz continuity of the Fréchet derivative
of the functional J (·, ·) and stability estimates for the unknown coefficients (F, S)

given in Theorem 5.5. It is worth noting that the strong coupling arising from ∆θ

of the thermal variable θ in (5.1a), ∆ut of the displacement u in (5.1b) and fourth-
order spatial derivatives of u makes the model more complicated than other classical
thermoelastic system mentioned above. However, proper scaling of coefficients in
the model and structural damping help to tackle these challenges in the solvability of
the direct problem and adjoint problem.

2. The inverse source problem of simultaneously identifying two sources F (x, t) and
S(x, t) from a single measured data uT (x) := u(x, T ) is solved using the Tikhonov
regularization method coupled with the weak solution approach for the direct prob-
lem (5.1). The vector form of the Fréchet gradient of the Tikhonov functional is
expressed in terms of the solutions to the adjoint problem. Unlike the single plate
equation, the adjoint system, which involves with heat equation, can not be rewritten
as a direct problem by the time variable transformation τ = T − t (see, (5.39a)-
(5.39b)) due to the presence of the coupling term β3∆ϕt. Hence we proved the well-
posedness of the adjoint system separately (see, Theorem 5.3). The Lipschitz con-
tinuity of the Fréchet derivative is proved, which is essential for the gradient-based
numerical algorithm for the inverse problem.

3. A final significant result is the Lipschitz stability estimate (Theorem 5.5) for the un-
knowns (F, S) in terms of the given single measurement uT (x) using the first-order
necessary optimality condition that is met by an optimal pair (u(x, t;F∗,α, S∗,α),

θ(x, t;F∗,α, S∗,α), F∗,α, S∗,α). The reconstruction procedure for the regularaized in-
verse source problem is stable and also unique whenever the final time T is suffi-
ciently small. Altogether, different from the literature described above, determining
two sources from a single measurement by the method of Tikhonov regularization
is the highlight of this study, and the solvability of the inverse source problem and
stability of the solution are established in this chapter.
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The remaining sections of this chapter are structured as follows. A detailed analysis
of the well-posedness of the direct problem (5.1) is given in section 5.2. In section 5.3,
we investigate the compactness and Lipschitz continuity of the input-output operator. The
existence of a minimizer for the functional is given in this section. The Fréchet derivative
of the functional and its Lipschitz continuity are derived in section 5.4. Finally, stability of
the solution to the inverse problem is given in section 5.5.

5.2 Well-posedness of the thermoelastic system

In this section, we study the existence and uniqueness of appropriately defined weak solu-
tions. To verify the well-posedness of the direct problem as well as to analyse the inverse
problem, we make the following assumptions on the coefficients, initial data, and source
term.

Assumption 5.1. 
ρ, h,D, β1, β2, β3,w are positive constants,
β4 ≥ 0, non negative constant,
F ∈ L2(0, T ;L2(Ω)), and S ∈ L2(0, T ;L2(Ω))

u0 ∈ H2(Ω), v0 ∈ L2(Ω) and θ0 ∈ L2(Ω).

Definition 5.1. We say a function (u, θ) ∈ L2(0, T ;V2
1 (Ω)) × L2(0, T ;H1

0 (Ω)) with ut ∈
L2(0, T ;H1

0 (Ω)), utt ∈ L2(0, T ;V2
1 (Ω)

′) and θt ∈ L2(0, T ;H−1(Ω)), is called weak solu-
tion of (5.1) provided the following holds:
(i) for each v ∈ V2

1 (Ω), w ∈ H1
0 (Ω), a.e. t ∈ [0, T ],

⟨ρhutt(t), v⟩+ (w∇ut(t),∇v) + (D∆u(t),∆v)− β1(∇θ(t),∇v) = (F (t), v) (5.8a)

⟨β2θt(t), w⟩+ (∇θ(t),∇w) + β3(∇ut(t),∇w) + β4(θ(t), w) = (S(t), w), (5.8b)

(ii) u(0) = u0, ut(0) = v0, and θ(0) = θ0,

where V2
1 (Ω) is defined by (1.11) and ⟨·, ·⟩ denotes the duality pairing.

Remark 5.2. The regularity theory given in Theorem 1.6, Theorem 1.7, leads to the fact
that (u, θ) ∈ C([0, T ];H1

0 (Ω)) × C([0, T ];L2(Ω)) and ut ∈ C([0, T ];V2
1 (Ω)

′). Thus the
equality u(0) = u0, ut(0) = v0 and θ(0) = θ0 can be justified.
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5.2.1 Existence and uniqueness of a weak solution

The objective is to generate a weak solution of the thermoelastic system (5.1) by first con-
structing solutions of finite-dimensional approximation to (5.1) and then passing to limits.
This is known as Faedo-Galerkin’s method. Specifically, let {zm}∞m=1 be an orthonor-
mal basis in L2(Ω) given by eigenfunctions of the operator L = −∆2 with eigenvalues
{λm}∞m=1 in Ω with boundary condition zm = ∂zm

∂n = 0 on ∂Ω. Then {zm}∞m=1 is smooth
and can be taken as an orthogonal basis for V2

1 (Ω).

Let {wm}∞m=1 be the complete set of normalized eigenfunctions for L = −∆ in H1
0 (Ω),

which form an orthogonal basis for H1
0 (Ω) and orthonormal basis for L2(Ω). Then we

define the finite dimensional subspaces as follows

Zn = span{z1, z2, ..., zn}, Wn = span{w1, w2, ..., wn}.

Now we look for a Faedo-Galerkin approximation un(t) := un(x, t), θn(t) := θn(x, t) of
the form

un(t) =
n∑

m=1

rm,n(t)zm, θn(t) =
n∑

m=1

dm,n(t)wm

u0,n =
n∑

m=1

pm,nzm, v0,n =
n∑

m=1

qm,nzm, θ0,n =
n∑

m=1

sm,nwm

where we intend to choose the coefficients rm,n, dm,n, pm,n, qm,n and sm,n in such a way
that (un(t), θn(t)) for all t ∈ [0, T ] satisfies the following problem:

ρh(u′′n(t), zm) + w(∇u′n(t),∇zm) +D(∆un(t),∆zm)

−β1(∇θn(t),∇zm) = (F (t), zm), (5.9a)

β2(θ
′
n(t), wm) + (∇θn(t),∇wm) + β3(∇u′n(t),∇wm)

+β4(θn, wm) = (S(t), wm), (5.9b)

un(0) = u0,n, u
′
n(0) = v0,n, θn(0) = θ0,n.

Since (u′′n(t), zm) = r′′m,n(t), (u
′
n(t), zm) = r′m,n(t) and (θ′n(t), wm) = d′m,n(t), (5.9) be-

comes the linear system of ODE
ρhMR′′

n(t) + wY R′
n(t) +DPRn(t)− β1QSn(t) = F̄1,n(t), (5.10a)

β2MS ′
n(t) + [β4M+Q]Sn(t) + β3QR

′
n(t) = S̄1,n(t), (5.10b)

Rn(0) = Ūn, R
′
n(0) = V̄n, θn(0) = Θ̄n,
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where

Rn(t) = (r1,n(t), r2,n(t), ..., rn,n(t)), Sn(t) = (d1,n(t), d2,n(t), ..., dn,n(t)).

The entries of the matrix M,P, Y,Q,Q,M are

M = [(zi, zj)]
T
n×n , P = [(∆zi,∆zj)]

T
n×n , Q = [(∇wi,∇zj)]Tn×n ,

M = [(wi, wj)]
T
n×n , and Y = [(∇zi,∇zj)]Tn×n ,

Q = [(∇wi,∇wj)]Tn×n

Further, we have

F1,j(t) = (F (t), zj), F̄1,n(t) = (F1,1(t), F1,2(t), ..., F1,n(t)),

S1,j(t) = (S(t), zj), S̄1,n(t) = (S1,1(t), S1,2(t), ..., S1,n(t))

Uj = (u0, zj), Vj = (v0, zj),Θj = (θ0, zj),

Ūn = (U1,, U2, ..., Un)
T, V̄n = (V1, V2, ..., Vn)

T, Θ̄n = (Θ1, Θ2, ...,Θn)
T.

According to the standard theory of linear ODE, for every n ≥ 1, there exists a unique func-
tion (Rn, Sn) satisfying (5.10a)-(5.10b) for a.e. t ∈ [0, T ].Hence, (un, θn) ∈ C1([0, T ];Zn)×
C([0, T ];Wn), solves (5.9) for a.e t ∈ [0, T ].

Theorem 5.1. Suppose Assumption 5.1 holds true. Then the direct problem (5.1) has a

unique weak solution as per Definition 5.1. Furthermore,

∥ut∥2L2(0,T ;H1
0 (Ω)) ≤ Cp(Ce + 1)

2w
R1(θ0, u0, v0, F, S), (5.11)

∥u∥2L∞(0,T ;V2
1 (Ω)) ≤ C ′ (Ce + 1)

D
R1(θ0, u0, v0, F, S), (5.12)

∥θ∥2L2(0,T ;H1
0 (Ω)) ≤ C ′β3

β1
(Ce + 1)R1(θ0, u0, v0, F, S), (5.13)

∥θ∥2L∞(0,T ;L2(Ω)) ≤ β3
β2β1

(Ce + 1)R1(θ0, u0, v0, F, S), (5.14)

and

∥utt∥2L2(0,T ;V2
1 (Ω)′) ≤ C5R1(θ0, u0, v0, F, S),

∥θt∥2L2(0,T ;H−1(Ω)) ≤ C6R1(θ0, u0, v0, F, S), (5.15)
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where Ce = (exp(T/ρh)− 1) , C ′, Cp are from (1.16) and (1.2) respectively,

R1(θ0, u0, v0, F, S) = ∥F∥2L2(0,T ;L2(Ω)) +
β1
β3β4

∥S∥2L2(0,T ;L2(Ω)) + ρh∥v0∥2L2(Ω)

+D∥∆u0∥2L2(Ω) +
β2β1
β3

∥θ0∥2L2(Ω),

and

C5 = 4C2
3

[(
β3
2β1

+
1

2w
+
T

D

)
(Ce + 1) + 1

]
,

C6 = 4C2
4

[(
β3
2β1

+
β3

2β4β1
+

1

2w

)
(Ce + 1) + 1

]
,

(5.16)

while

C3 =
1

ρh
max{1,w, D, β1}, C4 =

1

β2
max{1, β3, β4}. (5.17)

Proof. We divide the proof into four steps, consisting of a priori estimates, the existence
of weak solutions, the verification of initial data, and finally the uniqueness of solutions.

A Priori estimates: Multiplying both sides of (5.9a) and (5.9b) by r′m,n(t) and β1
β3
dm,n(t),

respectively, summing over m = 1, 2, ..., n, integrating over (0, t), we establish the fol-
lowing energy identities by incorporating both non-homogeneous initial conditions and
homogeneous boundary conditions in (5.1):

ρh

2

∫
Ω

u′n(t)
2dx+ w

∫ t

0

∫
Ω

|∇u′n(τ)|2dxdτ +
D

2

∫
Ω

|∆un(t)|2dx

−β1
∫ t

0

∫
Ω

∇θn(τ).∇u′n(τ)dxdτ =

∫ t

0

∫
Ω

F (x, τ)u′n(τ)dxdτ

+
ρh

2

∫
Ω

u′n(0)
2dx+

D

2

∫
Ω

|∆un(0)|2dx, (5.18)

and

β2β1
2β3

∫
Ω

θn(t)
2dx+

β1
β3

∫ t

0

∫
Ω

|∇θn(τ)|2dxdτ

+β1

∫ t

0

∫
Ω

∇u′n(τ).∇θn(τ)dxdτ +
β4β1
β3

∫ t

0

∫
Ω

θn(τ)
2dxdτ

=
β1
β3

∫ t

0

∫
Ω

S(x, τ)θn(τ)dxdτ +
β2β1
2β3

∫
Ω

θn(0)
2dx. (5.19)
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By adding (5.18), (5.19) and applying ϵ-inequality 1.14 we have

ρh

∫
Ω

u′n(t)
2dx+ 2w

∫ t

0

∫
Ω

|∇u′n(τ)|2dxdτ +D

∫
Ω

|∆un(t)|2dx

+
β2β1
β3

∫
Ω

θn(t)
2dx+

2β1
β3

∫ t

0

∫
Ω

|∇θn(τ)|2dxdτ +
2β4β1
β3

∫ t

0

∫
Ω

θn(τ)
2dxdτ

≤
∫ t

0

∫
Ω

u′n(τ)
2dxdτ +

β1ϵ

β3

∫ t

0

∫
Ω

θn(τ)
2dxdτ + ∥F∥2L2(0,T ;L2(Ω))

+
β1
β3ϵ

∥S∥2L2(0,T ;L2(Ω)) + ρh∥v0,n∥2L2(Ω) +D∥∆u0,n∥2L2(Ω)

+
β2β1
β3

∥θ0,n∥2L2(Ω). (5.20)

Now choosing ϵ = β4, and employing Gronwall’s inequality , we get

∥u′n(t)∥2L2(Ω) ≤
exp(t/ρh)

ρh
R1(θ0, u0, v0, F, S).

This implies that

max
t∈[0,T ]

∥u′n(t)∥2L2(Ω) ≤
(Ce + 1)

ρh
R1(θ0, u0, v0, F, S),

∥u′n∥2L2(0,T ;L2(Ω)) ≤ Ce R1(θ0, u0, v0, F, S).

(5.21)

Then energy estimate (5.20) leads to the following estimates

∥∇θn∥2L2(0,T ;L2(Ω)) ≤ β3
2β1

(Ce + 1)R1(θ0, u0, v0, F, S), (5.22)

max
t∈[0,T ]

∥θn(t)∥2L2(Ω) ≤ β3
β2β1

(Ce + 1)R1(θ0, u0, v0, F, S),

∥θ∥2L2(0,T ;L2(Ω)) ≤ β3
2β4β1

(Ce + 1)R1(θ0, u0, v0, F, S), (5.23)

max
t∈[0,T ]

∥∆un(t)∥2L2(Ω) ≤ (Ce + 1)

D
R1(θ0, u0, v0, F, S), (5.24)

∥∇u′n∥2L2(0,T ;L2(Ω)) ≤ (Ce + 1)

2w
R1(θ0, u0, v0, F, S). (5.25)

To estimate ∥u′′n∥L2(0,T ;V2
1 (Ω)′), ∥θ′n∥L2(0,T ;H−1(Ω)), we proceed as follows. Fix any v ∈

V2
1 (Ω), w ∈ H1

0 (Ω) with ∥v∥V2
1 (Ω) ≤ 1, ∥w∥H1

0 (Ω) ≤ 1, and write v = v1+v2, w = w1+w2,

where v1 ∈ Zm, (v2, zm) = 0, w1 ∈ Wm, (w2, wm) = 0m = 1, 2, ..., n, respectively. Since
the functions {zm}∞m=1 and {wm}∞m=1 are orthogonal in V2

1 (Ω), H
1
0 (Ω) respectively, we
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have ∥v1∥V2
1 (Ω) ≤ ∥v∥V2

1 (Ω) ≤ 1, ∥w1∥H1
0 (Ω) ≤ ∥w∥H1

0 (Ω) ≤ 1. By utilizing (5.9a), (5.9b)
and Cauchy’s inequality, we get

|(u′′n(t), v)| ≤ 1

ρh

(
w∥∇u′n(t)∥L2(Ω)∥∇v1∥L2(Ω) +D∥∆un(t)∥L2(Ω)∥∆v1∥L2(Ω)

+β1∥∇θn(t)∥L2(Ω)∥∇v1∥L2(Ω) + ∥v1∥L2(Ω)∥F (t)∥L2(Ω)

)
,

|(θ′n(t), w)| ≤ 1

β2

(
∥∇θn(t)∥L2(Ω)∥∇w1∥L2(Ω) + β3∥∇u′n(t)∥L2(Ω)∥∇w1∥L2(Ω)

+β4∥θn(t)∥L2(Ω)∥v1∥L2(Ω) + ∥w1∥L2(Ω)∥S(t)∥L2(Ω)

)
.

Choosing C3, C4 > 0 as in (5.17), we obtain

∥u′′n(t)∥V2
1 (Ω)′

≤ C3

[
∥∇u′n(t)∥L2(Ω) + ∥∆un(t)∥L2(Ω) + ∥∇θn(t)∥L2(Ω) + ∥F (t)∥L2(Ω)

]
,

and

∥θ′n(t)∥H−1(Ω)

≤ C4

[
∥∇θn(t)∥L2(Ω) + ∥∇u′n(t)∥L2(Ω) + ∥θn(t)∥L2(Ω) + ∥S(t)∥L2(Ω)

]
.

Squaring on both sides, integrating over (0, T ) and using the estimates (5.22), (5.23), (5.24)
and (5.25), we have

∥u′′n∥2L2(0,T ;V2
1 (Ω)′) ≤ C5R1(θ0, u0, v0, F, S),

∥θ′n∥2L2(0,T ;H−1(Ω)) ≤ C6R1(θ0, u0, v0, F, S),

where C5, C6 > 0 are the constants introduced in (5.16).

Existence of a weak solution: The estimates in the previous section show that the se-
quences {un}, {∆un}, {∇u′n}, {u′′n}, {θn}, {∇θn}, and {θ′n} are bounded inL2(0, T ;V2

1 (Ω)),

L2(0, T ;L2(Ω)), L2(0, T ;L2(Ω)), L2(0, T ;V2
1 (Ω)

′), L2(0, T ;H1
0 (Ω)), L

2(0, T ;L2(Ω)),

L2(0, T ;H−1(Ω)) respectively.

By the Banach-Alagolu weak compactness theorem, there exist subsequences {unk
}

of {un}, {θnk
} of {θn} and functions u ∈ L2(0, T ;V2

1 (Ω)), u
′ ∈ L2(0, T ;H1

0 (Ω)), u
′′ ∈
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L2(0, T ;V2
1 (Ω)

′), θ ∈ L2(0, T ;H1
0 (Ω)), and θ′ ∈ L2(0, T ;H−1(Ω)) such that

unk
⇀ u weakly in L2(0, T ;V2

1 (Ω))

∆unk
⇀ ∆u weakly in L2(0, T ;L2(Ω))

∇u′nk
⇀ ∇u′ weakly in L2(0, T ;L2(Ω))

u′′nk
⇀ u′′ weakly in L2(0, T ;V2

1 (Ω)
′)

θnk
⇀ θ weakly in L2(0, T ;H1

0 (Ω))

∇θnk
⇀ ∇θ weakly in L2(0, T ;L2(Ω))

θ′nk
⇀ θ′ weakly in L2(0, T ;H−1(Ω)),

(5.26)

as k → ∞. Using standard arguments, by passing to limits k → ∞ on (5.9), we build a
weak solution to the direct problem (5.1), which satisfies the estimates (5.11)-(5.15).

Verification of initial data: Next we prove that the solution (u, θ) satisfies the initial
conditions u(0) = u0, ut(0) = v0 and θ(0) = θ0. By Remark 5.2 we recall that (u, θ) ∈
C([0, T ];H1

0 (Ω)) × C([0, T ];L2(Ω)). Choose a test functions v ∈ C2([0, T ];V2
1 (Ω)) and

w ∈ C1([0, T ];H1
0 (Ω)) with v(T ) = 0, v′(T ) = 0 and w(T ) = 0 in the weak form of

Definition 5.1, and integrate over (0, T ), integrating by parts with respect to time in the
first two terms of (5.8a) and first, and third term of (5.8b), we get

I1 :=

∫ T

0

[
(ρhu(t), v′′(t))− (w∇u(t),∇v′(t)) + (D∆u(t),∆v(t))

−(β1∇θ(t),∇v(t))
]
dt (5.27)

=

∫ T

0

(F (t), v(t))dt− (ρhu(0), v′(0)) + (ρhu′(0), v(0)) + (w∇u(0),∇v(0)),

I2 :=

∫ T

0

[
− (β2θ(t), w

′(t)) + (∇θ(t),∇w(t))− (β3∇u(t),∇w′(t) + (β4θ(t), w(t))

]
dt

=

∫ T

0

(S(t), w(t))dt+ (β2θ(0), w(0)) + (β3∇θ(0),∇w(0)). (5.28)

On the other hand, integrate over (0, T ), integrating by parts in the first two terms of (5.9a)
and first, last terms of (5.9b), then passing the weak limits (5.26), we arrive at the following:

I1 =

∫ T

0

[
(F (t), v(t))dt− (ρh u0, v

′(0))) + (ρh v0, v(0)

+(w∇u0,∇v(0))
]
dt, (5.29)
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and

I2 =

∫ T

0

[
(S(t), w(t))dt+ (β2θ0, w(0)) + (β3∇u0,∇w(0))

]
dt. (5.30)

Comparing (5.27)-(5.28) and (5.29)-(5.30), we obtain the desired result.

Uniqueness: It suffices to check that the only weak solution of (5.1) with homogeneous ini-
tial data and F = 0, S = 0 is (u, θ) = 0. Let (u, θ) = (u1 − u2, θ1 − θ2) , where (u1, θ1)

and (u2, θ2) are the two weak solutions of (5.1). By the existence of a weak solution,
(u, θ) ∈ L2(0, T ;V2

1 (Ω))× L2(0, T ;H1
0 (Ω)) solves the direct problem (5.1) with homoge-

neous initial data and source terms F = 0, S = 0. Then the estimates (5.12) and (5.14)
imply that ∥u∥L∞(0,T ;V2

1 (Ω)) = 0, ∥θ∥L∞(0,T ;L2(Ω)) = 0, whence (u, θ) = 0, ∀(x, t) ∈ ΩT .

This completes the proof.

5.3 Solvability of inverse problem

In this section, we mainly focus on the solvability of the inverse problem. We utilize a
priori estimate for the weak solution of system (5.1) to demonstrate the compactness and
Lipschitz continuity of the input-output operator Φ. By the compactness of the operator,
we conclude that the inverse problem is ill-posed. The Lipschitz continuity leads to the
lower semi-continuity of the functional Jα, which in turn leads to the existence of a unique
minimizer for this functional.

Let (u1(x, t), θ1(x, t)) and (u2(x, t), θ2(x, t)) be the solutions of the direct problem
(5.1) corresponding to the source terms (F1, S1) and (F2, S2) respectively for a common
initial data u0, v0, and θ0. Then δu(x, t) = u1(x, t) − u2(x, t) and δθ(x, t) = θ1(x, t) −
θ2(x, t) solves the following system

ρhδutt − w∆δut +D∆2δu+ β1∆δθ = δF (x, t), (x, t) ∈ ΩT (5.31a)

β2δθt −∆δθ − β3∆δut + β4δθ = δS(x, t), (x, t) ∈ ΩT , (5.31b)

δu = ∂δu
∂n = 0, δθ = 0, (x, t) ∈ ΓT ,

δu(x, 0) = 0, δut(x, 0) = 0, δθ(x, 0) = 0, x ∈ Ω,

where δF (x, t) = F1(x, t)− F2(x, t), δS(x, t) = S1(x, t)− S2(x, t).

Lemma 5.1. Suppose Assumption 5.1 holds true. Then the input output operator Φ intro-

duced in (5.3) is a compact operator. Furthermore, this operator is Lipschitz continuous,
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that is,

∥Φ[F1, S1]− Φ[F2, S2]∥L2(Ω) ≤ L1

(
∥δF∥2L2(0,T ;L2(Ω)) + ∥δS∥2L2(0,T ;L2(Ω))

)1/2
, (5.32)

for all (F, S) ∈ F × G, where L1 = (C7TCe)
1/2 , C7 = max{1, β1

β3β4
}, and Ce is defined

in Theorem 5.1.

Proof. Let {Fm} ⊂ F , {Sm} ⊂ G, m = 1, 2, ..., be the bounded sequence of sources in
L2(0, T ;L2(Ω)), and u(x, T ;Fm, Sm) be the corresponding output represented by {uTm}.
The sequence of output {uTm} is bounded in H1

0 (Ω), as shown by the estimate (5.12) and
Remark 5.2. Since H1

0 (Ω) is compactly embedded in L2(Ω), the output sequence {uTm} is
precompact in L2(Ω), implying that the input output operator Φ is compact.

Next, we prove that Φ is Lipschitz continuous. From the definition of operator Φ, we
have

∥Φ[F1, S1]− Φ[F2, S2]∥L2(Ω) = ∥u(., T ;F1, S1)− u(., T ;F2, S2)∥L2(Ω)

= ∥δu(., T )∥L2(Ω). (5.33)

Since

∥δu(., T )∥2L2(Ω) ≤ T∥δut∥2L2(0,T ;L2(Ω)), (5.34)

and the second estimate in (5.21) holds for δu(x, t; δF, δS), we get

∥δu(., T )∥2L2(Ω) ≤ TCe

(
∥δF∥2L2(0,T ;L2(Ω)) +

β1
β4β3

∥δS∥2L2(0,T ;L2(Ω))

)
,

≤ C7TCe

(
∥δF∥2L2(0,T ;L2(Ω)) + ∥δS∥2L2(0,T ;L2(Ω))

)
, (5.35)

where C7 = max{1, β1
β3β4

}. Substituting (5.35) in (5.33) we arrive at the required result
(5.32).

Remark 5.3. The compactness of the input output operator Φ leads to the ill-posedness of
the inverse problem (5.1) and (5.2) (see, [40] and also [50], Lemma 1.3.1).

Theorem 5.2. Let Assumption (5.1) holds true. Suppose that uT ∈ L2(Ω). Then for any

α > 0, there exists a unique admissible mechanical load Fα ∈ F and admissible heat

source Sα ∈ G minimizing the functional Jα(F, S).
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Proof. We first show that the Tikhonov functional (5.5) is Lipschitz continuous. To this
end we employ the identity

|J (F1, S1)− J (F2, S2)|2

=
∣∣∣√J (F1, S1) +

√
J (F2, S2)

∣∣∣2 ∣∣∣√J (F1, S1)−
√
J (F2, S2)

∣∣∣2 ,
and also the identity

∣∣√J (F1, S1)−
√

J (F2, S2)
∣∣2

=
1

2

∣∣∥Φ[F1, S1]− uT∥L2(Ω) − ∥Φ[F2, S2]− uT∥L2(Ω)

∣∣2 ,
which follows from the definition of the functional J (F, S).

In view of the above identities, the inequality |∥a∥ − ∥b∥| ≤ ∥a − b∥ and Lemma 5.1,
we deduce that

|J (F1, S1)− J (F2, S2)|2

≤ 1

2

∣∣∣√J (F1, S1) +
√

J (F2, S2)
∣∣∣2 ∥Φ[F1, S1]− Φ[F2, S2]∥2L2(Ω)

≤ L2
1

(
∥Φ(F1, S1)∥2L2(Ω) + ∥Φ(F2, S2)∥2L2(Ω) + 2∥uT∥2L2(Ω)

)
(
∥F1 − F2∥2L2(0,T ;L2(Ω)) + ∥S1 − S2∥2L2(0,T ;L2(Ω))

)
,

for all (F, S) ∈ F × G.

Using the definition of Φ and the second estimate in (5.21) applied to the weak solution
of the direct problem, we get

∥Φ[F, S]∥2L2(Ω) ≤ T∥ut∥2L2(0,T ;L2(Ω))

≤ TCe

(
M1 +

β1
β4β3

M2 + ρh∥v0∥2L2(Ω) +D∥∆u0∥2L2(Ω) +
β2β1
β3

∥θ0∥2L2(Ω)

)
,

where M1 > 0 and M2 > 0 are the constants introduced in the definitions of the set of
admissible mechanical loads F and external heat sources G, respectively.

Hence, we have

∣∣J (F1, S1)− J (F2, S2)
∣∣

≤ L2

(
∥F1 − F2∥2L2(0,T ;L2(Ω)) + ∥S1 − S2∥2L2(0,T ;L2(Ω))

)1/2
,
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where

L2 = L1

[
2TCe

(
M1 +

β1
β4β3

M2 + ρh∥v0∥2L2(Ω) +D∥∆u0∥2L2(Ω)

+
β2β1
β3

∥θ0∥2L2(Ω)

)
+ 2∥uT∥2L2(Ω)

]1/2
,

which means the Lipschitz continuity of the Tikhonov functional (5.5).

Consequently, the functional J (F, S) is weakly lower semi continuous on a nonempty
closed convex set F × G. Hence by the generalized Weierstrass theorem, we conclude that
the functional J (F, S) has a minimizer (F, S) ∈ F × G.

Let {(Fn, Sn)} ∈ F × G be the minimizing sequence for the functional J (F, S), and
{(u(x, t;Fn, Sn), θ(x, t;Fn, Sn))} is the corresponding sequence of weak solution to the
direct problem (5.1). Now assume that Fn ⇀ F in F and Sn ⇀ S in G. The estimates
(5.12) and (5.13) show that the sequences {u(x, t;Fn, Sn)}, {θ(x, t;Fn, Sn)} are bounded
in L2(0, T ;V2

1 (Ω)) and L2(0, T ;H1
0 (Ω)) respectively. Then there exist subsequences {un}

of {u(Fn, Sn)} and {θn} of {θ(Fn, Sn)}, such that un ⇀ u∗(x, t) in L2(0, T ;V2
1 (Ω)),

θn ⇀ θ∗(x, t) in L2(0, T ;H1
0 (Ω)). To prove that u∗(x, t) = u(x, t;F, S) and θ∗(x, t) =

θ(x, t;F, S), we choose test functions v ∈ C2([0, T ];V2
1 (Ω)) and w ∈ C1([0, T ];H1

0 (Ω))

with v(T ) = 0, v′(T ) = 0 and w(T ) = 0 for the weak form (5.8a)-(5.8b) , and integrate
over (0, T ), we get∫ T

0

∫
Ω

ρhun(t)v
′′(t)dxdt−

∫ T

0

∫
Ω

w∇un(t) · ∇v′(t)dxdt

+

∫ T

0

∫
Ω

D∆un(t)∆v(t)dxdt−
∫ T

0

∫
Ω

β1∇θn(t) · ∇v(t)dxdt

=

∫ T

0

∫
Ω

Fn(t)v(t)dxdt−
∫
Ω

ρhun(0)v
′(0)dx+

∫
Ω

ρhu′n(0)v(0)dx

+

∫
Ω

w∇un(0) · ∇v(0)dx, (5.36)

and

−
∫ T

0

∫
Ω

β2θn(t)w
′(t)dxdt+

∫ T

0

∫
Ω

∇θn(t) · ∇w(t)dxdt

−
∫ T

0

∫
Ω

β3∇un(t) · ∇w′(t)dxdt+

∫ T

0

∫
Ω

β4θn(t)w(t)dxdt

=

∫ T

0

∫
Ω

Sn(t)w(t)dxdt+

∫
Ω

β2θn(0)w(0)dx+

∫
Ω

β3∇un(0) · ∇w(0)dx. (5.37)
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Since Fn ⇀ F, Sn ⇀ S in L2(0, T ;L2(Ω)), passing the limit n→ ∞ in (5.36)-(5.37), one
can verify that u∗(x, t) = u(x, t;F, S) and θ∗(x, t) = θ(x, t;F, S) is a weak solution of the
system (5.1).

The lower semi-continuity of the functional J (F, S) in F × G implies that the reg-
ularized Tikhonov functional Jα(Fn, Sn) corresponding to Fn, Sn defined by (5.6) satis-
fies Jα(F, S) ≤ lim infn→∞ Jα(Fn, Sn) as Fn ⇀ F in F and Sn ⇀ S in G. Therefore
Jα(F, S) is lower semi-continuous. Moreover, due to the linearity of the inverse source
problem (5.1)-(5.2), we have

Φ[λ(F1, S1) + (1− λ)(F2, S2)] = λΦ[F1, S1] + (1− λ)Φ[F2, S2], λ ∈ (0, 1),

whence the functional Jα(F, S) is strictly convex. By incorporating all these argument and
employing the generalized Weierstrass theorem, we conclude that the regularized Tikhonov
functional Jα(F, S) has a unique minimizer (Fα, Sα) ∈ F × G.

5.4 Fréchet differentiability of the Tikhonov functional

This section demonstrates the Fréchet differentiability of the functional, and it also shows
how to express the Fréchet gradient in terms of both direct and adjoint problem solu-
tions. We established the well-posedness of the adjoint problem, and proved the Lips-
chitz continuity of the Fréchet gradient by using the estimates for direct and adjoint prob-
lems. Now we establish an integral relationship which connects the change in the sources
δF (x, t) = F1(x, t) − F2(x, t) and δS(x, t) = S1(x, t) − S2(x, t) to the change in output
δu(x, T ) = u(x, T ;F1, S1)− u(x, T ;F2, S2).

Lemma 5.2. Let the conditions of Theorem 5.2 hold true. Then, we have

−ρh
∫
Ω

δu(x, T )q(x)dx =

∫
ΩT

δF (x, t)ψ(x, t)dxdt+

∫
ΩT

δS(x, t)φ(x, t)dxdt, (5.38)

where (ψ(x, t), φ(x, t)) is the solution of the following adjoint problem

ρhψtt + w∆ψt +D∆2ψ + β3∆φt = 0, (x, t) ∈ ΩT (5.39a)

−β2φt −∆φ+ β1∆ψ + β4φ = 0, (x, t) ∈ ΩT (5.39b)

ψ = ∂ψ
∂n = 0, φ = 0, (x, t) ∈ ΓT

ψ(x, T ) = 0, ψt(x, T ) = q(x), φ(x, T ) = 0, x ∈ Ω.
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Proof. Multiplying the both sides of equations (5.31a) and (5.31b) by arbitrary functions
ψ(x, t) and φ(x, t) respectively, integrating over ΩT , and then adding the obtained equa-
tions, we have ∫

ΩT

(
ρhδutt − w∆δut +D∆2δu+ β1∆δθ

)
ψ(x, t)dxdt

+

∫
ΩT

(β2δθt −∆δθ − β3∆δut + β4δθ)φ(x, t)dxdt

=

∫
ΩT

δF (x, t)ψ(x, t)dxdt+

∫
ΩT

δS(x, t)φ(x, t)dxdt.

After performing integration by parts formula multiple times and using the initial and
boundary conditions, we get∫

ΩT

(
ρhψtt + w∆ψt +D∆2ψ + β3∆φt

)
δu(x, t) dxdt

+

∫
ΩT

(−β2φt −∆φ+ β1∆ψ + β4φ) δθ(x, t) dxdt

+

∫
Ω

[φ(x, t) (β2δθ(x, t)− β3∆δu(x, t))]
T
t=0 dx

+

∫
Ω

[ψ(x, t) (ρhδut(x, t)− w∆δu(x, t))]Tt=0 dx−
∫
Ω

[ψt(x, t)ρhδu(x, t)]
T
t=0 dx

=

∫
ΩT

δF (x, t)ψ(x, t)dxdt+

∫ T

0

∫
Ω

δS(x, t)φ(x, t)dxdt.

By considering the fact that the arbitrary function (ψ(x, t), φ(x, t)) solves the system (5.39),
the first four left-hand side integrals become zero, and hence we obtain the desired integral
relationship.

Next, we prove the well-posedness of the adjoint problem (5.39a)-(5.39b). Unlike the
single plate equation, the time reversal method (τ = T − t) doesn’t work to write straight-
away the existence of the solution to the adjoint problem. This issue arises due to the
coupling effect of the plate and heat equation and the impact of the irreversible system.

Indeed, in the direct problem (5.1), the higher-order space-time derivative of the coupling
term β3∆ut has appeared in the second equation (5.1b). We multiplied the first equation
(5.1a) by ut and the second equation (5.1b) by β1

β3
θ, the integrals corresponding to the cou-

pling terms β3∆ut and β1∆θ get canceled each other when we add them together after an
integration by parts. This idea doesn’t seem to work in the case of the adjoint problem
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since the coupling term β3∆φt has appeared in the first equation (5.39a), which makes this
system complicated compared to the direct problem. To overcome this difficulty, we take
the formal time derivative of the heat equation and directly apply the Galerkin method to
demonstrate that the adjoint problem is well-posed.

Theorem 5.3. Suppose Assumption 5.1 holds true and q ∈ L2(Ω). Then the adjoint prob-

lem (5.39) has a unique weak solution (ψ, φ) ∈ L∞(0, T ;V2
1 (Ω)) × L∞(0, T ;H1

0 (Ω)).

Furthermore,

∥ψ∥2L∞(0,T ;V2
1 (Ω)) ≤ C ′

D
ρh∥q∥2L2(Ω), (5.40)

∥ψt∥2L2(0,T ;L2(Ω)) ≤ T∥q∥2L2(Ω), (5.41)

∥φ∥2L∞(0,T ;H1
0 (Ω)) ≤ Tβ1

β3

(
1 +

T

β2

)
ρh∥q∥2L2(Ω),

∥φt∥2L∞(0,T ;L2(Ω)) ≤ β1
β2β3

ρh∥q∥2L2(Ω), (5.42)

∥∇φt∥2L2(0,T ;L2(Ω)) ≤ β1
β3
ρh∥q∥2L2(Ω). (5.43)

Proof. We employ the Galerkin approximation method, as we have done in subsection
5.2.1 for the direct problem, with Faedo-Galerkin approximationψn(t) := ψn(x, t), φn(t) :=

φn(x, t) of the form

ψn(t) =
n∑

m=1

am,n(t)zm, φn(t) =
n∑

m=1

bm,n(t)wm, qn =
n∑

m=1

cm,nzm,

where {zm}∞m=1 form an orthogonal basis for V2
1 (Ω) and {wm}∞m=1 form an orthogonal

basis for H1
0 (Ω). Now we have the following weak form corresponding to adjoint problem

(5.39) for all t ∈ [0, T ] :

ρh(ψ′′
n(t), zm)− w(∇ψ′

n(t),∇zm) +D(∆ψn(t),∆zm)

−β3(∇φ′
n(t),∇zm) = 0, (5.44a)

−β2(φ′
n(t), wm) + (∇φn(t),∇wm)− β1(∇ψn(t),∇wm) + β4(φn(t), wm) = 0, (5.44b)

ψn(T ) = 0, ψ′
n(T ) = qn, φn(T ) = 0.

By following the similar steps done in section (5.2.1), we obtain that (5.44) has a unique so-
lution (ψn, φn) ∈ C1([0, T ];Zn)×C([0, T ];Wn). From equation (5.44b), ∀wm ∈ Wn,m =
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1, 2 · · ·n, we have

(φ′
n(T ), wm) =

1

β2

(
(∇φn(T ),∇wm)− β1(∇ψn(T ),∇wm) + β4(ψn(T ), wm)

)
= 0,

whence (φ′
n(T ), wm) = b′m,n(T ) = 0.

In order to handle the term (∇φ′
n(t), wm),we differentiate (5.44b) formally with respect

to the time variable to obtain that for all t ∈ [0, T ] :

ρh(ψ′′
n(t), zm)− w(∇ψ′

n(t),∇zm) +D(∆ψn(t),∆zm)

−β3(∇φ′
n(t),∇zm) = 0, (5.45a)

−β2(φ′′
n(t), wm) + (∇φ′

n(t),∇wm)− β1(∇ψ′
n(t),∇wm) + β4(φ

′
n(t), wm) = 0, (5.45b)

ψn(T ) = 0, ψ′
n(T ) = qn, φn(T ) = 0, φ′

n(T ) = 0.

Now multiplying the equation (5.45a) by a′m,n(t) and (5.45b) by β3
β1
b′m,n(t), summing over

m = 1, 2, ..., n, integrating over (t, T ),we deduce the following inequality by incorporating
both initial and boundary data in (5.45):

ρh

2

∫
Ω

ψ′
n(t)

2dx+ w
∫ T

t

∫
Ω

|∇ψ′
n(τ)|2dxdτ +

D

2

∫
Ω

|∆ψn(t)|2dx

+β3

∫ T

t

∫
Ω

∇φ′
n(τ).∇ψ′

n(τ)dxdτ =
ρh

2

∫
Ω

q2ndx, (5.46)

and

β2β3
2β1

∫
Ω

φ′
n(t)

2dx+
β3
β1

∫ T

t

∫
Ω

|∇φ′
n(τ)|2dxdτ

−β3
∫ T

t

∫
Ω

∇φ′
n(τ).∇ψ′

n(τ)dxdτ +
β4β3
β1

∫ T

t

∫
Ω

φ′
n(τ)

2dxdτ = 0. (5.47)

By adding (5.46) and (5.47), we get

ρh

2

∫
Ω

ψ′
n(t)

2dx+ w
∫ T

t

∫
Ω

|∇ψ′
n(τ)|2dxdτ +

D

2

∫
Ω

|∆ψn(t)|2dx

+
β2β3
2β1

∫
Ω

φ′
n(t)

2dx+
β3
β1

∫ T

t

∫
Ω

|∇φ′
n(τ)|2dxdτ +

β4β3
β1

∫ T

t

∫
Ω

φ′
n(τ)

2dxdτ

≤ ρh

2

∫
Ω

q2ndx.
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This implies that the following estimates hold:

∥ψn∥2L∞(0,T ;V2
1 (Ω)) ≤ C ′

D
ρh∥qn∥2L2(Ω),

∥ψ′
n∥2L2(0,T ;L2(Ω)) ≤ T∥qn∥2L2(Ω),

and

∥φ′
n∥2L∞(0,T ;L2(Ω)) ≤ β1

β2β3
ρh∥qn∥2L2(Ω),

∥∇φ′
n∥2L2(0,T ;L2(Ω)) ≤ β1

β3
ρh∥qn∥2L2(Ω),

∥∇ψ′
n∥2L2(0,T ;L2(Ω)) ≤ ρh

2w
∥qn∥2L2(Ω).

Using the condition φn(·, T ) = 0,∀x ∈ Ω, we have

∥φn∥2L∞(0,T ;L2(Ω)) ≤ T∥φ′
n∥2L2(0,T ;L2(Ω)) ≤ T 2ρh

β1
β2β3

∥qn∥2L2(Ω),

∥∇φn∥2L∞(0,T ;L2(Ω)) ≤ T∥∇φ′
n∥2L2(0,T ;L2(Ω)) ≤ Tρh

β1
β3

∥qn∥2L2(Ω).

By employing the similar steps in Theorem 5.1 , which is used to find the estimate for
∥u′′n∥L2(0,T ;V2

1 (Ω)′), we get the estimate

∥ψ′′
n∥L2(0,T ;V2

1 (Ω)′) ≤ 3ρhC2
8

(
TC1

D
+

1

2ω
+
β1
β3

)
∥qn∥2L2(Ω),

where C8 =
1
ρh

max{ω,D, β3}.
The existence of a weak solution to the adjoint problem (5.39), which satisfies the

estimates (5.40)-(5.43) can be proved using the same arguments as those used to show the
existence of a weak solution to the direct problem in Theorem 5.1. Using the same steps
as for the direct problem, one can verify the initial data and establish the uniqueness of the
solution.

Now consider the increment of the functional δJ (F, S) = J (F + δF, S + δS) −
J (F, S), which satisfy the identity

δJ (F, S) =

∫
Ω

[u(x, T ;F, S)− uT (x)]δu(x, T ;F, S)dx

+
1

2

∫
Ω

[δu(x, T ;F, S)]2dx, (5.48)
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for all S, S + δS ∈ G, F, F + δF ∈ F , and

δu(x, T ;F, S) = u(x, T ;F + δF, S + δS)− u(x, T ;F, S).

Making use of Lemma 5.2 and choosing arbitrary input q ∈ L2(Ω) in (5.38) as

q(x) = − 1

ρh
[u(x, T ;F, S)− uT (x)] ∈ L2(Ω), (5.49)

we express the first integral of (5.48) as follows∫
ΩT

[u(x, T ;F, S)− uT (x)]δu(x, T ;F, S)dx

=

∫
ΩT

δF (x, T )ψ(x, t)dxdt+

∫
ΩT

δS(x, t)φ(x, t)dxdt. (5.50)

Remark 5.4. From Theorem 5.1 and Remark 5.2 , it is clear that u(·, T ;F, S) ∈ L2(Ω)

and the measured data uT ∈ L2(Ω). Consequently, the right-hand side of (5.49) belongs
to L2(Ω). Hence, the existence and uniqueness of the weak solution to the adjoint problem
(5.39) is proved when q ∈ L2(Ω) is justified.

Proposition 5.1. Suppose Assumption 5.1 holds true. Then for the Fréchet gradient ∇J (F, S)

of the Tikhonov functional J (F, S) defined by (5.5), the following gradient formula holds:

∇J (F, S) = (ψ(x, t;F, S), φ(x, t;F, S))T , (F, S) ∈ F × G, (5.51)

where

(u(x, t;F, S), θ(x, t;F, S)) and (ψ(x, t;F, S), φ(x, t;F, S))

are the weak solutions of direct problem (5.1) and adjoint problem (5.39), respectively.

Proof. Using the integral identity (5.48) and (5.50), we get∣∣∣∣δJ (F, S) −
∫
ΩT

(ψ(x, t;F, S), φ(x, t;F, S))T (δF (x, t), δS(x, t))dxdt

∣∣∣∣
=

1

2

∫
Ω

δu(x, T )2dx.

Applying Holder’s inequality and the trace estimate

∥δu(., T )∥2L2(Ω) ≤ T∥δut∥2L2(0,T ;L2(Ω)),
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we get ∣∣∣∣δJ (F, S) −
∫
ΩT

(ψ(x, t;F, S), φ(x, t;F, S))T (δF (x, t), δS(x, t))dxdt

∣∣∣∣
≤ T

2
∥δut∥2L2(0,T ;L2(Ω)). (5.52)

Thus, invoking (5.34) and (5.35) into (5.52), we infer that the following notion of the
Fréchet derivative holds:

δJ (F, S) =
(
(ψ(x, t;F, S), φ(x, t;F, S))T, (δF (x, t), δS(x, t))

)
L2(ΩT )

+O
(
∥δF∥2L2(0,T ;L2(Ω))

)
+O

(
∥δS∥2L2(0,T ;L2(Ω))

)
.

This leads to the gradient formula (5.51).

The following corollary illustrates the Fréchet gradient of the regularized Tikhonov
functional Jα(F, S).

Corollary 5.1. Suppose the conditions of Proposition 5.1 hold true. Then for the regularized

Tikhonov functional Jα(F, S) defined by (5.6), the following gradient formula holds:

∇Jα(F, S) = (ψ(x, t;F, S), φ(x, t;F, S))T + α (F (x, t), S(x, t))T . (5.53)

Proof. Using the similar arguments of the proof of Proposition 5.1, one can obtain the
Fréchet derivative (5.53).

Remark 5.5. Consider the typical source functions (F (x, t), S(x, t)) in (5.1) such that
F (x, t) = Fℓ(x)Sℓ(t), S(x, t) = Fs(x)Ss(t), where the space-wise dependent sources
Fℓ(x), Fs(x) are unknowns that need to be determined from the final time output uT (x)
defined in (5.2), and the temporal sources Sℓ(t), Ss(t) are known functions.

In this case, for the Fréchet gradient of the Tikhonov functional J (F ), F (x) :=
(Fℓ(x), Fs(x)) defined in (5.5) the following gradient formula holds:

∇J [F ](x) =

(∫ T

0

ψ(x, t;F )Sℓ(t)dt,

∫ T

0

φ(x, t;F )Ss(t)dt

)T

, F ∈ Fℓ ×Fs,

where the class of admissible sources:

Fℓ = {Fℓ ∈ L2(Ω) : ∥Fℓ∥L2(Ω) ≤M ′
1}, Fs = {Fs ∈ L2(Ω) : ∥Fs∥L2(Ω) ≤M ′

2}.
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The following theorem demonstrates the Lipschitz continuity of the Fréchet gradient
∇J (F, S). It is highly useful when we apply gradient-based methods to solve the inverse
problem. Indeed, in the case of gradient type algorithms such as conjugate gradient algo-
rithm or Landweber iteration algorithm, the relaxation parameter can be estimated using
the Lipschitz constant associated with the Lipschitz continuity of ∇J (F, S), and that can
be used to discuss the convergence of the iterative scheme as well (see, [50]).

Theorem 5.4. Let the conditions of Proposition 5.1 hold true and the input data F ∈ F ,
S ∈ G and measured data uT ∈ L2(Ω). Then the Fréchet gradient ∇J (F, S) defined by

(5.51) is Lipschitz continuous. Moreover

∥∇J (F + δF, S + δS)−∇J (F, S)∥L2(Ω)

≤ L2

(
∥δF∥2L2(0,T ;L2(Ω)) + ∥δS∥2L2(0,T ;L2(Ω))

)1/2
,

where the Lipschitz constant

L2 = T 2

(
C7

2

(
1 +

ρhβ1
β2β3

)
Ce

)1/2

,

and the constants Ce, and C7 are defined in Theorem 5.1 and Lemma 5.1, respectively.

Proof. By taking the differences δψ(x, t;F, S) = ψ(x, t;F + δF, S + δS)− ψ(x, t;F, S),

δφ(x, t;F, S) = φ(x, t;F + δF, S + δS) − φ(x, t;F, S), and using the Fréchet gradient
(5.51), we get

∥∇J (F + δF, S + δS)−∇J (F, S)∥2L2(0,T ;L2(Ω))

=

∫
ΩT

δψ(x, t;F, S)2dxdt+

∫
ΩT

δφ(x, t;F, S)2dxdt

≤ T 2

2

(
∥δψt∥2L2(0,T ;L2(Ω)) + ∥δφt∥2L2(0,T ;L2(Ω))

)
.

Now using the estimates (5.41) and (5.42), which also hold for (δψ(x, t), δφ(x, t)) with
δψt(x, T ) = δu(x, T ), we get

∥∇J (F + δF, S + δS)−∇J (F, S)∥2L2(0,T ;L2(Ω))

≤ T 3

2

(
1 +

ρhβ1
β2β3

)
∥δu(., T )∥2L2(Ω). (5.54)
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By employing the estimate (5.35), one can deduce from (5.54) that

∥∇J (F + δF, S + δS)−∇J (F, S)∥2L2(0,T ;L2(Ω))

≤ C7T
4

2

(
1 +

ρhβ1
β2β3

)
Ce

(
∥δF∥2L2(0,T ;L2(Ω)) + ∥δS∥2L2(0,T ;L2(Ω))

)
.

This completes the proof.

5.5 Stability

In this section, we first develop a first-order necessary optimality condition that must be
met by an optimal solution to the minimization problem (5.7). This optimality condition is
crucial in deriving the stability estimate for the inverse problem (5.1)-(5.2).

We obtain the necessary optimality condition by using the classical calculus of variation
result given by Theorem 1.9. The following proposition shows the variational inequality
for the optimal solution to the minimization problem (5.7).

Proposition 5.2. Suppose the conditions of Theorem 5.4 hold. Then, for the considered in-

verse source problem with unique minimizer (F∗,α, S∗,α) ∈ F×G, the following variational

inequality holds∫
ΩT

[F (x, t)− F∗α(x, t)]ψ(x, t;F∗,α, S∗,α)dxdt

+

∫
ΩT

[S(x, t)− S∗α(x, t)]φ(x, t;F∗,α, S∗,α)dxdt

+α

∫
ΩT

F∗α(x, t)[F (x, t)− F∗α(x, t)]dxdt

+α

∫
ΩT

S∗α(x, t)[S(x, t)− S∗α(x, t)]dxdt ≥ 0, ∀(F, S) ∈ F × G. (5.55)

Proof. It virtue of Theorem 5.2 and Proposition 5.1, it is clear that the Tikhonov functional
Jα(F, S) defined by (5.6) is a Fréchet differentiable functional with gradient (5.51) on a
nonempty closed convex subset F × G ⊂ L2(0, T ;L2(Ω))× L2(0, T ;L2(Ω)).

By invoking (1.19), the following variational inequality holds:

(∇Jα(F∗,α, S∗,α), (F − F∗,α, S − S∗,α))L2(ΩT ) ≥ 0. (5.56)
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Substituting (5.53) in (5.56), we get

(
(ψ(x, t;F∗,α, S∗,α), φ(x, t;F∗,α, S∗,α))

T, (F − F∗,α, S − S∗,α)
)
L2(ΩT )

+α
(
(F∗,α, S∗,α)

T, (F − F∗,α, S − S∗,α)
)
L2(ΩT )

≥ 0. (5.57)

From the inequality (5.57), we obtain the desired result (5.55).

Next, we obtain the conditions on the final time to obtain stability estimate for the
mechanical load F ∈ F and heat source S ∈ G.

Theorem 5.5. Let Assumption 5.1 holds true and suppose (F∗,α, S∗,α), (F̂∗α, Ŝ∗α) ∈ F × G
are unique minimizers of the regularized Tikhonov functional Jα defined by (5.6) corre-

sponding to the measured outputs uT , ûT ∈ L2(Ω), respectively. Suppose the final time T

satisfies the condition

0 < T ≤ α2/5(ρh)2/5[
2C7

(
1
ρh

+ β1
β2β3

)]1/5 , (5.58)

where C7 > 0 is the constant introduced in Lemma 5.1. Then the following stability esti-

mate holds:

∥F̂∗,α − F∗,α∥2L2(0,T ;L2(Ω)) + ∥Ŝ∗,α − S∗,α∥2L2(0,T ;L2(Ω)) ≤ CST∥ûT − uT∥2L2(Ω), (5.59)

where CST = (TC7Ce)
−1 is the stability constant.

Proof. By writing the variational inequality (5.55) for (F̂∗,α, Ŝ∗,α) ∈ F × G instead of
(F, S) ∈ F × G, we have∫

ΩT

(F̂∗,α(x, t)− F∗,α(x, t))ψ(x, t;F∗,α, S∗,α)dxdt

+

∫
ΩT

(Ŝ∗,α(x, t)− S∗,α(x, t))φ(x, t;F∗,α, S∗,α)dxdt

+α

∫
ΩT

F∗,α(x, t)
(
F̂∗,α(x, t)− F∗,α(x, t)

)
dxdt

+α

∫
ΩT

S∗,α(x, t)
(
Ŝ∗,α(x, t)− S∗,α(x, t)

)
dxdt ≥ 0. (5.60)

Further, by changing F∗,α(x, t) and F (x, t) by F̂∗,α(x, t) and F∗,α(x, t), respectively, and
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S∗,α(x, t) and S(x, t) by Ŝ∗,α(x, t) and S∗,α(x, t), respectively in (5.55), we obtain∫
ΩT

(F∗,α(x, t)− F̂∗,α(x, t))ψ(x, t; F̂∗,α, Ŝ∗,α)dxdt

+

∫
ΩT

(S∗,α(x, t)− Ŝ∗,α(x, t))φ(x, t; F̂∗,α, Ŝ∗,α)dxdt

+α

∫
ΩT

F̂∗,α(x, t)
(
F∗,α(x, t)− F̂∗,α(x, t)

)
dxdt

+α

∫
ΩT

Ŝ∗,α(x, t)
(
S∗,α(x, t)− Ŝ∗,α(x, t)

)
dxdt ≥ 0. (5.61)

From the inequalities (5.60) and (5.61), we deduce that

α

∫
ΩT

(
F̂∗,α(x, t)− F∗,α(x, t)

)2
dxdt+ α

∫
ΩT

(
Ŝ∗,α(x, t)− S∗,α(x, t)

)2
dxdt

≤
∫
ΩT

(
F̂∗,α(x, t)− F∗,α(x, t)

)
δψ(x, t)dxdt

+

∫
ΩT

(
Ŝ∗,α(x, t)− S∗,α(x, t)

)
δφ(x, t)dxdt, (5.62)

where δψ(x, t) = ψ(x, t;F∗,α, S∗,α) − ψ(x, t; F̂∗,α, Ŝ∗,α), δφ(x, t)) = φ(x, t;F∗,α, S∗,α) −
φ(x, t; F̂∗,α, Ŝ∗,α), and (δψ(x, t), δφ(x, t)) is the solution of the adjoint problem (5.39) with
δψt(x, T ) =

−1
ρh

(δu(x, T )− (uT − ûT )) . By setting δF (x, t) = F̂∗,α(x, t)−F∗,α(x, t) and
δS(x, t) = Ŝ∗,α(x, t) − S∗,α(x, t), applying Cauchy’s ϵ-inequality with ϵ = α to the right-
hand side integral of (5.62), we get∫

ΩT

δF (x, t)δψ(x, t)dxdt+

∫
ΩT

δS(x, t)δφ(x, t)dxdt

≤ α

2

(
∥δF∥2L2(0,T ;L2(Ω)) + ∥δS∥2L2(0,T ;L2(Ω))

)
+

1

2α

(
∥δψ∥2L2(0,T ;L2(Ω)) + ∥δφ∥2L2(0,T ;L2(Ω))

)
.

The inequality (5.62) further reduces to the following:

α2
(
∥δF∥2L2(0,T ;L2(Ω)) + ∥δS∥2L2(0,T ;L2(Ω))

)
≤ ∥δψ∥2L2(0,T ;L2(Ω)) + ∥δφ∥2L2(0,T ;L2(Ω))

≤ T 2

2

(
∥δψt∥2L2(0,T ;L2(Ω)) + ∥δφt∥2L2(0,T ;L2(Ω))

)
. (5.63)
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Now we need to find estimates for ∥δψt∥2L2(0,T ;L2(Ω)) and ∥δφt∥2L2(0,T ;L2(Ω)). Using the esti-
mate (5.41), which also holds for δψt(x, t), and (5.35), we get

∥δψt∥2L2(0,T ;L2(Ω)) (5.64)

≤ 2T

(ρh)2

[
∥δu(., T )∥2L2(0,T ;L2(Ω)) + ∥δuT∥2L2(Ω)

]
≤ 2T 2CeC7

(ρh)2

(
∥δF∥2L2(0,T ;L2(Ω)) + ∥δS∥2L2(0,T ;L2(Ω))

)
+

2T

(ρh)2
∥δuT∥2L2(Ω),

where recall that C7 > 0 is the constant introduced in Lemma 5.1. Similarly making use of
(5.42) and (5.35), one can get

∥δφt∥2L2(0,T ;L2(Ω)) (5.65)

≤ 2T 2β1C7

β2β3ρh
Ce

(
∥δF∥2L2(0,T ;L2(Ω)) + ∥δS∥2L2(0,T ;L2(Ω))

)
+

2Tβ1
β2β3ρh

∥δuT∥2L2(Ω).

Substituting (5.65) and (5.64) in (5.63), we get

α2
(
∥δF∥2L2(0,T ;L2(Ω)) + ∥δS∥2L2(0,T ;L2(Ω))

)
≤ T 4C7Ce

ρh

(
1

ρh
+

β1
β2β3

)[
∥δF∥2L2(0,T ;L2(Ω)) + ∥δS∥2L2(0,T ;L2(Ω))

]
+
T 3

ρh

(
1

ρh
+

β1
β2β3

)
∥δuT∥2L2(Ω). (5.66)

Let the value of the final time T > 0 be chosen so that the following constraint holds:

T 4C7Ce
ρh

(
1

ρh
+

β1
β2β3

)
=
α2

2
. (5.67)

In view of the equality (5.67) and the fact that Ce = exp(T/(ρh))−1 ≥ T/(ρh), we obtain

T ≤ α2/5(ρh)2/5[
2C7

(
1
ρh

+ β1
β2β3

)]1/5 =: T ∗.

From (5.67) and (5.66), we arrive at the desired stability estimate (5.59) with the stability
constant CST .

The following example illustrates that how the regularization parameter α and final time
T directly have impact on the stability constant CST .
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Table 5.1: Stability constant CST corresponding to T and α.

α T ∗ = α2/5(ρh)2/5[
2C7

(
1
ρh

+
β1

β2β3

)]1/5 CST = (TC7Ce)
−1

10−5/2 0.14 6.9
10−3 0.09 10.87
10−4 .04 24.75

Example 5.1. In order to make explanations and comments more understandable, it is as-
sumed that ρ = 2, h = 2, β1 = .6, D = 1, r = .08, β2 = .5, β3 = 1, β4 = 1. Analyzing
the Table 1 shows that the final time T > 0 is directly proportional to the parameter of
regularization α > 0. The decrease in the values of α leads to a decrease in the upper limit
T ∗ of final time. The decrease in the value of T increases the value of the stability constant
CST . Further, it is worth noting that the coefficients of the system (5.1) don’t have any
direct relation with the final time T and regularization parameter α. Therefore, the above
conclusion of the stability estimate, in terms α and T holds, irrespective of the different
values of the coefficients in system (5.1).

The Lipschitz type stability result given by Theorem 5.5 also gives the following unique-
ness of solution to the regularaized inverse problem.

Corollary 5.2. Suppose the conditions of Theorem 5.5 are satisfied. If the measured data

are equal, that is uT (x) = ûT (x), for all x ∈ Ω, and the final time T satisfies the condition

(5.58), then the minimizers (F∗,α, S∗,α), (F̂∗,α, Ŝ∗,α) ∈ F × G corresponding to measured

data uT , ûT , respectively, are equal:

(F∗,α, S∗,α) = (F̂∗,α, Ŝ∗,α), a.e. (x, t) ∈ ΩT .

Proof. If uT = ûT , for all x ∈ Ω, then by the stability estimate (5.59), it is clear that

∥F̂∗,α − F∗,α∥2L2(0,T ;L2(Ω)) + ∥Ŝ∗,α − S∗,α∥2L2(0,T ;L2(Ω)) ≤ 0.

Hence, ∥F̂∗,α − F∗,α∥L2(0,T ;L2(Ω)) = 0 and ∥Ŝ∗,α − S∗,α∥L2(0,T ;L2(Ω)) = 0. This completes
the proof.

Remark 5.6. The arguments and methodology presented in this chapter, in particular The-
orem 5.5, can be extended to the case when the measured data uT (x) is known over only
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in a suitable open subset Ω1 ⊂ Ω. We can address this extension of the result by modifying
the final time data in the adjoint problem (5.39) as follows

ψt(x, T ) = q(x) =

{
q̃(x), x ∈ Ω1,

0, x ∈ Ω1\Ω,

where q̃(x) = − 1
ρh

[u(x, T ;F,G)− uT (x)] ∈ L2(Ω1).
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Chapter 6

Conclusion and future work

This thesis has delved into the analysis and applicability of inverse source problems in the
damped Euler-Bernoulli beam, the damped Kirchhoff-Love plate, and the damped ther-
moelastic plate equations. Our research has provided valuable insights and contributions
to understanding these inverse source problems, shedding light on their solvability and
the impact of various damping factors, such as viscous damping, structural damping, and
Kelvin-Voigt damping.

In Chapter 1, we have examined the feasibility of inverse source problems in the Euler-
Bernoulli beam with viscous damping, focusing on determining the unknown spatial load
from the final time output. This research contrasts the scope of papers [43]-[48], which pri-
marily discussed identifying unknown source terms in undamped Euler-Bernoulli beams
through regularized solutions. Unlike these papers, our work demonstrates the unique-
ness of non-regularized solutions and establishes a series representation for such solutions
for constant and exponentially decaying temporal loads by applying SVD. We have also
identified admissible and optimal final time intervals essential for precise final time output
measurement. We have partially answered the non-uniqueness question of inverse source
problems for the beam and wave equations (from the final time displacement measurement)
posed in [50] for certain specific temporal loads under conditions on the final time T and
damping coefficient µ > 0. For any given arbitrary temporal load and final T, a broader
class of sufficient conditions for the unique reconstruction of the spatial load in the beam
equation still needs to be obtained.

Chapter 2 expands the analysis to take a closer look at the role of different damping
terms in beam models and generalized the results given in [47] and [46] for the identifica-
tion of shear force (boundary data) in Euler-Bernoulli beam by incorporating all phys-
ical coefficients and including Kelvin-Voigt damping. We have shown that in contrast
to the above works, which exclusively considered external damping, the weak and regu-

142



lar weak solutions of the Euler-Bernoulli beam equation with Kelvin-Voigt damping term
(κ(x)uxxt)xx has more enhanced regularity property than corresponding weak solutions
of this equation without this term. This property also helped in solving the adjoint prob-
lem with less regular data in the quasi-solution approach and a less regular class of ad-
missible shear force in the context of the inverse boundary value problem compared to
[47]. As we look ahead, our future research will explore intriguing avenues, notably in
non-linear coefficient identification within the physically relevant model (3.1). We aim to
tackle the captivating inverse problem of identifying one or multiple parameters, such as
ρ(x), r(x), µ(x), κ(x) from a suitable measured data.

In Chapter 3, we extended the analysis of the inverse source problem of one-dimensional
beams to a two-dimensional problem, focusing on the Kirchhoff-Love plate equation with
viscous damping. This pioneering work represents the first exploration of the inverse prob-
lem within the context of the rectangular Kirchhoff-Love plate equation. A key highlight
of our study lies in the unique comparison between two essential methods: Tikhonov reg-
ularization and Singular Value Decomposition, a comparative analysis hitherto unexplored
in prior research of the related model [39], [52], [95]. Our research also yields valuable
insights into these notable methods through the solvability of inverse source problems and
stability analysis of this problem. The paper [95] has obtained sufficient conditions for
recovering spatial loads from final time measurements but lacked a series representation
of the unknown spatial load by the SVD in terms of the given measurement uT (x) under
feasible conditions concerning final time and damping terms. As our research marks a pri-
mary effort in this specific model, it opens up numerous avenues for future exploration,
including boundary data identification problems and coefficient identification problems.

Finally, Chapter 5 of the thesis addresses the inverse source problem of identifying
the spatial and temporal loads in the thermoelastic plate. To our knowledge, this is the
first work to simultaneously identify both types of loads in the structurally damped ther-
moelastic plate from a single set of final time displacement data. This work generalizes
the previous studies [13], [96], [99], [100] that explored spatially varying load/coefficient
identification problems in the classical thermoelastic system consists of a hyperbolic equa-
tion for displacement and the heat equation for temperature. By appropriately scaling the
coefficients of the model, we solved the strongly coupled system and the corresponding
adjoint system by applying the Faedo-Galerkin method and the regularizing effect of the
structural damping. The quasi-solution approach ensures the existence of solutions to the
inverse source problem, and utilizing the adjoint problem approach, derived the Fréchet
gradient of the Tykhonov functional. One of the added advantages of the Lipschitz con-
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tinuity of the Fréchet gradient is that the Lipschitz constant can be effectively used in the
gradient-based numerical reconstruction procedure ([50]). It is evident from the Lipschitz-
type stability estimate, which is derived through the method of Tikhonov regularization and
a variational approach, that the reconstruction procedure is stable, provided the final time
T is feasibly small. This estimate also ensures the uniqueness of solutions to the regular-
ized inverse source problem of the thermoelastic system. The inverse coefficient problems
of determining the flexural rigidity D(x), density ρ(x) either simultaneously or separately
would certainly be an interesting research problem to address in the future. Another math-
ematically challenging and more physically relevant future research problem could be the
inverse boundary value problem of the thermoelastic plate. More precisely, the following
mathematical model can be considered (see, [65], chapter 6 )

ρhutt − r∆utt − w∆ut +D∆2u+ β1∆θ = 0, (x, t) ∈ ΩT , (6.1a)

β2θt −∆θ − β3∆ut + β4θ = 0, (x, t) ∈ ΩT , (6.1b)

u(x, 0) = 0, ut(x, 0) = 0, θ(x, 0) = 0 x ∈ Ω,

with the boundary conditions
u = 0 on Γ× [0, T ]

∂u
∂n =

{
g(x, t) on Γ0 × [0, T ]

0 on Γ1 × [0, T ], Γ1 := Γ\Γ0

θ = 0 on Γ× [0, T ],

(6.2)

where Γ0 is a portion of the boundary Γ of the domain Ω.

A possible future work could be the determination of the unknown boundary source g from
the measured data such as displacement and temperature given at final time T for all x ∈ Ω.

Overall, our research has significantly contributed to the analysis of the damping term in
the inverse source problems of the damped Euler-Bernoulli beam and Kirchhoff-Love plate
equations. Establishing the well-posedness of the direct problem, the successful formula-
tion and analysis of the inverse problem using regularization techniques and singular value
decomposition, and the derivation of stability estimates have advanced our knowledge in
this area of study. These findings provide a solid foundation for further investigations in
related fields. While this thesis has been entirely theoretical in nature, it opens the door for
future advancements, such as extending these studies into the realm of numerical analysis,
allowing for a more comprehensive exploration of these complex problems.
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