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Abstract

The fundamental advantage of electrical energy over other forms of energy is its abil-

ity to transmit and distribute over a large system instantly. The demand for electrical

energy varies dynamically in the vast system. The ever-changing demand leads to an

imbalance between generation and demand. The system frequency deviates from its

nominal operating point with the imbalance between power demand and generation.

The ancillary service that maintains the equilibrium between the load demand and

power generation is known as Load Frequency Control (LFC). The power plants with

high ramp rate such as the gas turbine power plants and the hydro power plants

have been assigned for LFC, while, the low ramp rate power plants have shared base

loads and do not participate in LFC. With development of semiconductor based power

switches, power converters have been used to interface energy sources such as Solar

PV, Battery Energy Storage System, Super Magnetic Energy Storage, etc. to the grid.

In an interconnected system, the control areas are linked through tie lines. LFC of

a control area has to adjust the generation of its own control area and neighbour-

ing control areas while maintaining the generation of each power plant at optimal

economic value. Automatic Generation Control (AGC) accomplishes these objectives

through minimizing the Area Control Error.

This thesis aims to investigate AGC in a conventional regulated power system and a

deregulated power system with the integration of Solar PV, Battery Energy Storage

System (BESS), Super magnetic Energy Storage (SMES) and Static Synchronous

Compensator (STATCOM). The linear time invariant models of Solar PV, BESS,

SMES and STATCOM have been implemented in a two area power system for im-

proving transient stability of the system. The average switching models of the active

and reactive power devices have been presented to highlight the output current and

power dynamics of the devices. A non linear model of the power system is considered

with 10 % p.u. MW/s Generation Rate Constraint (GRC). With the availability of the

active and reactive power compensation devices, the study extends to the optimal

location and sizing of the devices which has not been attempted so far. The major

area of interest for LFC is the application of the recently developed algorithm and

its performance comparison. The area controller gains have been optimized using

ix



Genetic Algorithm (GA) to show improvement in the frequency and tie line power

profile with the addition of the STATCOM, SMES, BESS and solar PV.

The improved line loadings and Bus voltages by optimal sizing and location of active

and reactive power devices have been reported for IEEE sample systems i.e. IEEE

9-Bus and IEEE 57-Bus systems. The objective of optimal sizing of the active and

the reactive power compensating devices is to maintain the line overloadings and

the Bus voltages within the nominal range during line outages and provide power

security.
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Chapter 1

Introduction

Electrical power finds applications in modern-day industries, communications, auto-

mobiles, healthcare, and entertainment. The bulk of this power can be generated,

transmitted, and controlled with higher reliability in the form of electrical energy.

Power system comprises a network of generators, transmission lines/cables, protec-

tion devices (fuses, relays, circuit breakers), metering devices, and loads. The net-

works are interconnected to improve the economy of electric power transfer and se-

cure power delivery to the loads. The interconnected network results in an extensive

power system complex to design, operate and control.

International Energy Agency predicts that electrical energy share in the total en-

ergy consumption will increase to 24 % by 2040 [10]. This growing consumption,

challenges the power system to use the available infrastructure and operate within

stable margins economically. Power system stability is defined as the ability of the

power system to regain the state of operating equilibrium with most of the system

variables bounded when subjected to physical disturbances [1]. Power system sta-

bility is classified by the critical phenomena that drives the power system to insta-

bility. Power system stability is classified as rotor angle stability, voltage stability,

frequency stability, resonance stability, and converter-driven stability. The control

actions taken for achieving stability follow control hierarchy based on the timescale

of the various phenomena. The electromagnetic phenomena have faster dynamics

than the electromechanical dynamics. Thus, the small disturbances in voltage and

current affects the rotor dynamics for a brief period and settle down before the dis-

turbance affects the rotor. However, small disturbances in the rotor impacts the

electromagnetic phenomena. A hierarchy of control based on timescale is presented

in Fig. 1.1. The stability studies can be segregated based on timescale of the impact

of the control dynamics. The synchronous machine ability to restore the synchronism
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Time (seconds)

Wave Phenomena

Electromagnetic Phenomena

Electromechanical Phenomena

Thermodynamic Phenomena

Figure 1.1: Timescale of various phenomena in power system [1]

after a small or large disturbance is termed as rotor angle stability [11]. The voltage

stability is defined as the ability to maintain the steady-state voltage at the nom-

inal voltage after a disturbance [11]. Resonance is a phenomenon that occurs due

to the periodic exchange of energy in an oscillatory manner [1]. Due to insufficient

damping, the magnitude of the physical quantities (voltage, current, torque) may in-

crease beyond the stable margin. The converter-driven stability is classified based

on converter dynamics interacting with the power system elements. Instability due

to resonance induced between passive network elements and fast inner control loops

of converter classified as fast interaction converter driven instability, while the inter-

action between slow control loops (power, voltage, phase lock loop) and other system

components at low frequency is classified as Slow interaction converter driven insta-

bility.

Frequency control is becoming more critical with restructuring of the power system.

Diverse energy sources like Wind energy sources, Solar PV, Energy Storages etc. are

being integrated into the power system and the changes in the power system struc-

ture from conventional to deregulated results in changes in the coordinated control of

generation and transmission. Few published research considers the uncertain power

demand [12] and practical control structure that can be implemented in real-time

for frequency control [13]. Also, applying modern control strategies may have diffi-

culties in implementing them in existing aging power system. The inability of the

2



power system to regulate frequency within the specified limits is termed frequency

instability [14]. The known frequency control methods are usually based on tuning

control parameters either using classical methods or from experience gained from

trial and error. These methods cannot provide desired performance due to changes

in operating conditions. The frequency control is dependent on the active power con-

trol at the generating and the transmission side of the utility. As the change in

active power demand is compensated by the conventional sources and the renewable

energy sources in tandem, a control must be implemented to allocate the demand to

the conventional and renewable energy sources. In addition to the frequency control,

the tie-line power schedule of the interconnected areas is also to be maintained. The

common term used for such control is Load Frequency Control.

1.1 Load Frequency Control

According to the Indian Electricity Grid Code (IEGC) [15], a control area is a ter-

ritory bounded by interconnections (tie lines) with other control areas. Each site

controls its generation and load to maintain its interchange schedule with other con-

trol areas and contributes to frequency regulation of the synchronously operating

system [16]. For stable and good power quality, the load demand must match the

power generation. The generation and load demand imbalance results in significant

frequency deviations that degrade power plant auxiliaries performance as they re-

quire constant speed drives such as feed water pump, fuel pump, and combustion

air pump. At the transmission and distribution level, high magnetizing currents are

demanded by transformers and induction motors for significant frequency deviations

[17]. Severe frequency deviations lead to cascaded tripping of frequency relays and,

subsequently, an unstable condition for the power grid [18].

From the historical blackouts for example, the North East American blackout (Novem-

ber 8, 1965) [19]; South Australian blackout (2016) [20]; the Sweden-Denmark black-

out (September 23, 2003) [21]; Indian blackout (2012, 2014) [22]; Italy blackout

(September 28, 2003) [23], [24] the challenges for effective frequency regulation are

prevalent. Large frequency deviations resulting from poor coordination and infor-

mation exchange between control areas have also been reported as part of the root

cause of the recent blackouts [25]. The blackouts have shown that a novel system

model incorporating power contract data and more efficient control strategies is re-

quired to ensure improved system security, reliability, and power quality in the new
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environment. Initially, the synchronous generator compensates for the imbalance us-

ing the inertia of the rotor [26]—eventually, the angular velocity of the synchronous

generator increases or decreases. Consequently, there is a corresponding decrease or

increase in frequency as the angular speed of the generator is proportional to system

frequency. All the dynamic states settle down to the new operating states for a sta-

ble system. If the frequency exceeds a nominal band (∓0.5 Hz), Primary Frequency

Control (PFC) is implemented. Thus, continuous control is required to maintain the

system in equilibrium [2]. The setpoints of the local governors are controlled using

droop characteristics proportional to frequency deviation in PFC. The droop charac-

teristics allow generators to adjust their outputs and collectively share the load such

that the frequency of the grid is constant. As PFC is a proportional controller, an

offset error is present in the frequency deviation. Hence a secondary integral control

action is required to remove the steady-state error in frequency. The secondary fre-

quency control is known as load frequency control (LFC).

In a multi-area system, the secondary frequency control is the function of biased

frequency deviation and tile line power deviation within each control area. The

frequency deviation is added to the tie-line power deviation between control areas,

known as Area Control Error (ACE). The optimal secondary frequency controller

considering the rate of tie-line power deviation to eliminate steady-state frequency

deviation error has been presented in [27]. If LFC is implemented while maintaining

each unit’s generation in the control area at their respective economic values, the

control is known as Automatic Generation Control (AGC) [28].

In the past, the power system was vertically integrated. Within a control area, a cen-

tral utility monopoly on the generation, transmission, and distribution of the power

and ancillary services such as LFC and voltage control. The central utility regulated

the tariff and policies, and the consumers were obligated to follow them. The main

task of the tie-lines between control areas was to provide mutual reserve power and

not for bulk inter-area power. The uncertainties in load variations and other distur-

bances were small, power flow patterns were highly predictable, and electric utilities

could satisfactorily control their large power plants.

In a deregulated power system, the monopoly of central utility has been abolished,

and various services have been unbundled. New entities have emerged, such as Gen-

eration Companies (GENCOs), Transmission Companies (TRANSCOs), Distribution

Companies (DISCOs), Independent System Operators (ISOs). The consumer has the

independence to choose service from these entities depending on their power quality
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Figure 1.2: Schematic diagram of Deregulated Power System

and tariff. Although the consumer has been benefited from the deregulation of the

power system, it has created new operational challenges [29]. The power generation

is decomposed into several private GENCOs each operating its power station, and

competing with each other and with GENCOs in neighboring control areas to sell

power; distribution is divided into many distribution companies DISCOs each own-

ing and operating the different sections of the distribution network, and competing to

sell power to consumers. A DISCO can purchase electrical power from any GENCO

in its area and across control areas. The transmission network within a control area

is owned by a transmission company TRANSCO. An independent entity is known as

an Independent System Operator ISO schedules the contracted power flow between

market participants GENCOs and DISCOs in neighboring control and monitors con-

tracted ancillary power transactions. In a deregulated power system, AGC changes

governor setpoints based on load demand of the same and other control areas by

DISCO Participation Matrix (DPM). The rows of a DPM matrix correspond to GEN-

COs, and the columns of DPM corresponds to a DISCOs [30]. The voltage stability,

frequency stability, and line loading studies between control areas were carried out

considering conventional power systems have become obsolete. These are now re-

garded as ancillary services that an independent ISO must regulate. The schematic

diagram of deregulated power system is shown in Fig. 1.2.

The increasing electrical loads have pushed the transmission system to operate at

its stability limits. Maintaining the power quality and power supply reliability has

become more complex with the integration of grid interfaced converters. Increasing

penetration of power electronic converters in the power system has reduced the in-

ertia of the power system. The rate of change of frequency (RoCoF) is slow for power

system with high inertia while for lower inertia power system the frequency changes

instantly. However, the decrease in inertia increases RoCoF levels (>0.5 Hz/s) lead-
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Figure 1.3: Droop characteristic [2]

ing to load shedding, blackout or islanding [31]. Thus the primary and the secondary

frequency controllers have to be faster to compensate for the loss of inertia. The mod-

eling and analysis of the power system have to be updated to design suitable control

systems, as the random load fluctuations cause dynamic phenomena which occur at

different timescales.

1.1.1 Insight on Load Frequency Control

At nominal operating conditions, the system frequency is f0. Increasing load demand

at the nominal operating condition, there is a corresponding decrease in angular

speed of synchronous generating units (and thus grid frequency ∆ f ). Consequently,

the governor in each generating unit senses the change in rotational speed and ad-

justs the input valve to change the mechanical input power to the turbine, preventing

the grid frequency from declining further. Assume that there is more than one gen-

erating unit in the control area, with the governor in each unit sensing the speed of

the change of their prime mover and compensating for the speed change. In such a

scenario, the generating units end up at different rotating speeds as the governor’s

response to the speed change is not identical.

A feedback loop based on droop logic is applied to the governor input to maintain

synchronous speed across the control area. The droop characteristic of two generat-

ing units delivering PG10 , PG20 is linear over the range of load variations, as shown
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in Fig. 1.3. The frequency settles at a new value f0−∆ f after the intervention of the

droop mechanism; this corresponds to a total generation PG1 = PG10 +∆PG1 = PG12 .

Similarly, when load is withdrawn from the network generating units speed-up and

droop mechanisms increase the frequency to f0 +∆ f and total generation as PG1 =
PG10−∆PG1. The droop mechanism regulates the power generation along a fixed load

reference setting to intercept a sudden rise or dip in grid frequency and stabilize the

frequency at a constant value. However, an error offset of ∆ f is present in the sys-

tem. To restore grid frequency to the nominal value, the load reference setting of a

turbine governor has to be changed by a secondary control known as LFC [2].

1.2 Research Motivation and Scope

The power flow in interconnected networks is guided by physical network laws and

may not flow according to contract paths. Currently, power grids are being operated

with reduced security margins due to poor coordination existing between control ar-

eas and, with significant restructuring of the power system [32], the increasing pen-

etration of the converter-based loads and sources [33], and the economic constraints

which creates large-frequency oscillations in the deregulated power system [34]. The

converter-driven instability may arise due to many different reasons, such as grid

connected converter controls, operating conditions, power transfer limits, and other

similar factors. For example, the fast control dynamics of the grid connected con-

verter may result in rapid voltage, current or frequency changes, which may lead to

the maloperation of protection relays fitted to the inverters and cause system trip-

ping [35]. LFC problem in today’s power system has further been reinforced by the

high penetration of renewable energy sources (RES) with no inertial support, whose

contribution to power demands cannot be precisely predicted.

Modern methods are emerging for frequency regulation in low inertia power sys-

tems. The existing methods for frequency regulation is inertia emulation by the

energy storages. Energy storage devices such as Super Magnetic Energy Storage

(SMES) [36],[37], Battery Energy Storage (BESS) [38], Pumped Hydro Storage [39],

Flywheel Energy Storages [40], plug-in electric vehicles [41] etc. can absorb a large

volume of energy, which can be utilized when a sudden demand appears thereby pro-

viding vital support services to the power system. The drawback of energy storage is

that they have reduced the inertia of the power system compared to inertial power

generators.
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The energy storages are controlled to absorb or release the energy that emulates

the rotor of the synchronous generator [42]. Recently, the DC link capacitors are

showing improvement in stresses due to high-RoCoF levels and low-frequency nadir.

DC link voltage and capacitance play similar roles as the frequency ωr and moment

of inertia J , respectively. This results in the proposal of a simple frequency con-

troller, which proportionally relates the grid frequency to the dc-link voltages of grid-

connected power converters for generating the emulated inertia or known as the

virtual inertia [43]. When the inertia emulated by dc-link capacitors is insufficient

other frequency support functions are required, and for that energy storages can fur-

ther be employed. Amongst the energy storages battery energy storage has highest

energy density, quickest response when applied to frequency control [44], [45].

The enhanced frequency response control scheme requires suppliers to respond

to under-frequency events instantly within 1 s and maintain the outputs for at least

15 min [46]. Although battery energy storages have been used to emulate inertia

this technique has a great potential for providing an additional inertia control in

the future [47]. In recent years, power flow in the network has become more flex-

ible with the development of Flexible AC Transmission System (FACTS). FACTS

devices help regulate the power flow in a transmission line. The resonance stabil-

ity issues are mainly caused by the effects of FACTS or high-voltage direct current

transmission systems (HVDC) on torsional aspects (i.e., torsional resonance), and

the effects of doubly fed induction generator (DFIG) controls on electrical aspects

(i.e., electrical resonance), which encompass the subsynchronous resonance (SSR).

The causes of resonance stability have been identified and the solutions have also

been proposed accordingly. Series FACTS devices such as Thyristor Controlled Phase

Shifter (TCPS) [48], [49], Static Synchronous Series Compensator (SSSC) [50], [51]

are used to improve the dynamic stability and frequency support in the transmis-

sion line [52]. Static var compensators can be used to damp torsional resonance, and

supplemental controllers in DFIG control can help to damp the electrical resonance.

Static Synchronous Compensator (STATCOM) [53] is interfaced in parallel with the

grid for improving bus voltage stability and damping power oscillations but not for

frequency stabilization.

In literature the application of different FACTs devices such as SSSC, TCSC, SVC

etc. for frequency regulation has been reported in [25], [54], [55],[56] but STATCOM

is not reported. As STATCOM is preferred over series compensating devices such as

SSSC, TCSC etc. [57], [58], [53] it is popular compared to the series FACTS devices.
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The damping of power oscillations is a good measure of small-signal stability of the

power system. Faster the power oscillations are damped out, the more stable the sys-

tem is [59],[60]. A comparison between SSSC and STATCOM for power oscillation

damping shows that STATCOM damps larger load variations more effectively than

SSSC [61].

Several works have been published on the LFC issue. These works have adopted

control strategies ranging from standard classical control techniques to modern con-

trol strategies such as optimal linear quadratic regulator (LQR) [62], robust control

[63], [64] and intelligent control methods. Various search-based algorithms tuned the

gain settings of AGC controllers in the literature. A sine-cosine based stochastic algo-

rithm was implemented in [65],[66], while in [67], fractional-order PI (proportional-

integral) and PID (proportional integral derivative) controller was tuned by crow

search algorithm. Gravitational Search Algorithm (GSA) tuned sliding mode control

gain settings were implemented in [68]. A model predictive controller-based fre-

quency regulation was presented in [69]. Fuzzy based load frequency control using

PID controllers implemented in [70]. Compared to GA, the above-implemented algo-

rithms have a few drawbacks. Sine cosine algorithm is reported to be faster but more

inaccurate than GA. GSA stuck to the local optima solution and became inactive

compared to the GA, which is better in searching global optima. To implement model

predictive control, the system model has to be accurate. Crow search algorithm has

better performance than GA, but the iteration time is longer [71]. Nonetheless, most

of the works were focused on the vertically integrated power system structure. Some

publications have considered LFC in a deregulated environment. Still, the strategies

have yielded a very high-order controller and neglected practical system constraints.

1.3 Proposed Work

Given the drawbacks in the current literature, this thesis considers the development

of the novel model of LFC schemes and aims to :

• develop small-signal model of SMES, STATCOM, BESS, Solar PV for the regu-

lated and deregulated power system for participating in LFC,

• optimize the integral controller gains of the multi-area regulated LFC model

with Solar PV and Battery Energy Storage to improve stability of the system,
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• improve ancillary service such as Load following with STATCOM SMES in a

deregulated power system that effectively captures the various power transac-

tion contracts,

• optimally place and design the energy storage and the FACTS devices.

1.4 Outline of the Thesis

• Load Frequency Regulation with Solar PV and BESS is presented in chapter 2.

• Chapter 3 highlights the frequency regulation in a deregulated power system

with STATCOM and SMES.

• The converter modelling and control for conventional and deregulated power

system has been presented in chapter 4.

• The sizing and optimal placement of the energy storage and FACTS controllers

have been presented in chapter 5.

• Chapter 6 presents the conclusion and the future scope of the thesis.
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Chapter 2

Load Frequency Control in Regulated
Power System

A multiarea multimachine systems consist of different energy sources such as ther-

mal, hydro, nuclear, gas, wind, and solar. The planning and commissioning of the

new generating plants, transmission lines, and distribution systems require stabil-

ity studies to estimate voltage capacity and power transfer capacity. A power system

stability study is carried out by perturbing the power system about the operating

point. These studies are assisted by several computer programs based on the power

system’s mathematical models. The non linear power system is perturbed about the

equilibrium state with small load perturbation and the linearized model is obtained

for small signal stability study. The linearized model of power system is suitable for

LFC study. The task of LFC is to maintain the frequency constant and control tie-line

power between control areas to the scheduled value. Thus, energy sources with high

ramping rates, such as hydro and gas energy sources, are preferable for participat-

ing in LFC. In contrast, energy sources such as nuclear and thermal energy sources

contribute to base loads [72]. In the next section brief description of generating unit

linearized model for LFC of single area power system and multiarea power system is

presented.

2.1 Linear Time Invariant Model of Generating Unit

2.1.1 Generator Modelling

The generators lying within the same control areas can be represented as a single

generator for modelling. The equivalent moment of inertia and the damping coeffi-
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ω Angular Speed (rad/s)
α Angular Acceleration (rad/s^2)
δ Phase Angle of Rotor (rad)
Te Electrical Torque (Nm)
Tm Mechanical Torque (Nm)
Pe Electrical Power (KW)
Pm Mechanical Power (KW)
J Moment of inertia
M Angular Momentum

cient are calculated for LFC study [73]. The dynamics of the rotation of rotor of the

synchronous generator varies with the mechanical input power and the electrical

output power. The relation between angular acceleration, mechanical input power,

and electrical output power is given by the swing equation. Assuming the genera-

tor is rotating at constant angular speed ω0. The phase angle in absence of angular

acceleration is given as

δ0 =
∫
ω0dt (2.1)

The generator undergoes acceleration or de-acceleration due to mechanical or electri-

cal disturbances. The deviation of the rotor angle from the reference frame rotating

at constant angular speed ω0 is given as

∆δ=
∫

(ω0 +αt)dt−δ0 (2.2)

∆δ= 1
2
αt2 (2.3)

The deviation in angular speed is given as

∆ω=αt (2.4)

Assuming there are no damper windings, the swing equation is given as

J
dω
dt

= Tm −Te (2.5)

Multiplying, ω0 to (3.2.5), we have

Jω0
dω
dt

= M
dω
dt

=ω0(Tm −Te)= Pm −Pe (2.6)
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Figure 2.1: Generator Model

Linearizing, the above equation we have

M
d∆ω
dt

=∆Pm −∆Pe (2.7)

which can be expressed in frequency domain using Laplace transform as

Ms∆ω(s)=∆Pm(s)−∆Pe(s) (2.8)

The generator model is shown in Fig. 2.1.

2.1.2 Turbine Model

The real power from the source in a power system is controlled by the mechanical

power output of the prime mover. Depending on the type of generation, the prime

mover may be a steam turbine, gas turbine, hydro-turbine or diesel engine. In the

case of a steam or hydro- turbine, mechanical power is controlled by the opening

or closing of valves regulating the input of steam or water flow into the turbine.

Steam (or water) input to turbines must be continuously regulated to match real

power demand, failing which the machine speed will vary with consequent change in

frequency. The models for the prime mover must take account of the steam supply

and boiler control system characteristics in the case of a steam turbine. A reheat

steam turbine can be represented quite adequately by the transfer function given as

[74]
1+ sKRHTRH

(1+ sTRH)(1+ sTt)
(2.9)

The time constant TRH has a value in the range of 10 s and approximates the time

delay for charging the reheat section of the boiler. KRH is a reheat coefficient equal

to the proportion of torque developed in the high-pressure section of the turbine.

Typical values of KRH are from 0.25 to 0.5. For state-space representation, the above

transfer function can be decomposed into the product of two transfer functions, as

shown in Fig. 2.2.
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Figure 2.2: Reheat Turbine Model

+-

Load reference

Figure 2.3: Governor Model

2.1.3 Load Model

The loads on a power system consist of a variety of electrical devices. Some are purely

resistive, some are motor loads with variable power–frequency characteristics, and

others exhibit quite different characteristics. Since motor loads are a dominant part

of the electrical load, there is a need to model the effect of a change in frequency on

the net load drawn by the system. The relationship between the change in load due

to the change in frequency is given by

∆P f req = D∆ω (2.10)

where D is expressed as percent change in load divided by percent change in fre-

quency. Note that D = 1.5 tells us that the load would change by 1.5 pu for 1 pu

change in frequency. The net change in ∆Pe is given as

∆Pe =∆PL +D∆ω (2.11)

where ∆PL is the load independent of frequency change.

2.1.4 Governor model

Suppose a generating unit is operated with a fixed mechanical power output from

the turbine. Any load change would lead to speed change sufficient to cause the

frequency-sensitive load to precisely compensate for the load change. This condition

would allow system frequency to drift far outside acceptable limits. The frequency

deviation is overcome by adding a governing mechanism that senses the machine

speed and adjusting the input valve to change the mechanical power output to com-

pensate for load changes and restore frequency to a nominal value.
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To be able to run two or more generating units in parallel on a generating system,

the governors are provided with a feedback signal that causes the speed error to go

to 0 at different values of generator output. The block diagram for the governor

is shown in Fig. 2.3. The value of R determines the slope of the characteristic.

Common practice is to set R on each generating unit to change from 0 to 100 %.

If two generators with drooping governor characteristics are connected to a power

system, the system will settle to a unique frequency such that generators will share

the load change between them.

2.2 Static Synchronous Compensator Model

Static Synchronous Compensator (STATCOM) is a shunt FACTS device. It can regu-

late the reactive power of the transmission line. The steady state model of STATCOM

is presented in Fig. 2.4 in which STATCOM is modelled as a constant current source.

To study steady state power flow, synchronous generator is modelled as constant

impedance in this section. The power flow in a transmission line is given as

Pg1 =Vg1Eg
sin(δg1 −θg)

X1
(2.12)

where Vg1, is the generator voltage, Eg is the terminal STATCOM Bus voltage, δg1

is the phase angle of the generator with respect to the phase angle of the terminal

STATCOM Bus voltage and X1 is the interface inductance and transformer reac-

tance. Linearizing (2.12), the deviation in the power generated in area 1 is given as

∆Pg1 =∆Eg
Vg10sin(δ10 −θg0)

X1
+∆Vg1

Eg0sin(δ10 −θg0)
X1

−∆θg
Vg10Eg0cos(δ10 −θg0)

X1
(2.13)

Assuming the generator as constant voltage source ∆Vg1 = 0. Also, due to lack of

active power source in STATCOM, it can not inject active power, that is controlled by

∆θg. Thus, the power deviation due to the STATCOM is given as

∆Pg1 =∆Eg
Vg10sin(δ10 −θg0)

X1
(2.14)

From Fig. 2.4, the terminal voltage of the STATCOM is given as

Eg =Vg1∠δg1 + jX1IST ATCOM∠δg1 ± π

2
(2.15)
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Eg

Figure 2.4: STATCOM modelled as current source

Assuming, that the STATCOM injects a current IST ATCOM∠(δg1 ± π
2 ). The deviation

in ∆Eg is expressed as

∆Eg =± j∆IST ATCOM X1

This corresponds to the deviation in active power generated as

∆Pg1 =± j∆IST ATCOMVg10sin(δ10 −θg0) (2.16)

As STATCOM, injects reactive power in the line, this corresponds to the deviation of

active power generated from the source due to reactive power injected by STATCOM.

The control problem is then reduced to identify the injected current ±∆IST ATCOM .

An appropriate input control signal has to be chosen based on frequency deviation

such that the deviation in current is calculated. At the point of common coupling, we

have power transmitted (Pt) given as

Pt = Pg1 =Vg1Eg
sin(δg1 −θg)

X1
(2.17)

Linearizing, the above equation with respect δg1, we have

∆Pt ≈Vg1Eg
cos(δg1 −θg)

X1
(ωg1)∆δg1 (2.18)

which can be rewritten as

d∆Pt

dt
≈Vg1Eg

cos(δg1 −θg)
X1

(ωg1)
d∆δg1

dt
(2.19)

Here, derivative of the transmitted power deviation (∆Pt), corresponds to the fre-

quency deviation. Thus, we can estimate the frequency deviation signal from trans-
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Figure 2.5: Block Diagram STATCOM reference current generation [3]
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Converter
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 Chopper

Figure 2.6: SMES schematic diagram

mitted power. The control block diagram for reference generation is presented in Fig.

2.5.

2.3 Super Magnetic Energy Storage Model

SMES is a DC device that stores energy in the magnetic field. The DC current flowing

through a superconducting wire creates the magnetic field in a lossless inductive

coil. Few features of SMES are high storage cost, best efficiency, best round trip

efficiency, lowest energy density, as coil weight is more. The superior power density

makes it suitable for load following [75]. When power is scheduled between utility

control areas, the actual net power must match closely with the scheduled power.

When a load disturbance occurs in a control area leading to an error in generation

and load consumption . SMES can be designed with appropriate controls to inject

power to eliminate this error and ensure that generators are efficiently scheduled

and power demands are met. SMES employs a voltage source converter that allows

independent control of active and reactive power regulation. The schematic diagram

of SMES is given in Fig. 2.6. SMES coil is highly inductive, thus, instantaneous

change in current is not possible. To achieve bidirectional power flow, the voltage

across the coil is changed by DC/DC chopper. The deviation in power is then given as

∆EdcISMES. The control block diagram of SMES is given in Fig. 2.7.
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Figure 2.7: SMES control diagram
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Figure 2.8: BESS Schematic

2.4 Battery Energy Storage System

A useful and systematic dynamic model of a Battery Energy Storage System (BESS)

is developed for a large-scale power system stability study. The model takes into ac-

count converter equivalent circuits, battery characteristics and internal losses along

with both charging mode and discharging mode are presented. The model is ex-

pressed in equivalent transfer function blocks, and it can be easily used in dynamic

stability analysis of a power system. BESS is integrated to the power system with a

power electronic converter. Vector control has been implemented for modeling such

that the charging and discharging of the BESS are governed. The active power com-

pensation required to maintain the frequency can be derived from the Phase Lock

Loop (PLL) at the point of common coupling.

PLL Linear 
Estimator

KpGrid 
Voltages

Figure 2.9: Reference derivation for BESS [4]
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The schematic block diagram of BESS is presented in Fig. 2.8. The reference

generation for BESS control is shown in Fig. 2.9. The active power injected by BESS

is then given as

∆PBESS =Vd id (2.20)

where Vd is obtained from grid voltages Park transformation.

Figure 2.10: AGC Block Diagram With SMES and STATCOM
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2.5 Regulated Power System with Static Synchronous
Compensator and Super Magnetic Energy Stor-
age

A sample two-area power system with STATCOM and SMES is studied and pre-

sented in Fig. 2.10. Conventionally, at the steady state, the generation matches with

system loads and associated system losses. Any change in generation or load dis-

turbs the power balance in the system, which may perturb the operating conditions.

In addition to primary control loop, an additional control loop known as secondary

control loop is added with an integral control to minimize the steady-state error over

a specific period of time. In a reheat turbine, the steam is passed through the high-

pressure stage of the turbine and then passed through the re-heater. The reheated

steam is then passed through the low-pressure stage of the turbine. This cycle im-

proves the efficiency of the turbine compared to the non-reheat turbine [76]. The

dynamic performance of the steam turbine is analyzed, considering a GRC of 10 %

/ min [77]. For economic reasons, the generating units within a given area partici-

pate in load frequency control as per Area Participation factors (apf s). In any given

area, sum of apf ′s is always equal to 1. Therefore, apf1 + apf2 = 1 in area 1 and

apf3 + apf4 = 1 in area 2. To meet the load demands, each generating unit in the

same control area has to generate power as per standard industrial practices, such

that the sum of apf s is unity. To depict the simulation results apf1 = apf2 = 0.5

and apf3 = apf4 = 0.5 considered in this work. The optimized integral gain settings

for different combinations of apf s with step disturbance of 0.1 p.u. at time t = 0, in

area 1 only and keeping area 2 uncontrolled are presented in Table 2.1. While with

0.1 p.u. step disturbance at t = 0, in area 2 only and keeping Area 1 uncontrolled is

presented in Table 2.2.

The STATCOM-SMES combination in sample power system are modelled as first

order dynamic equations, that are given as

Ẋ = AX +BU +ΓP (2.21)

where A is the state matrix, B is the input matrix and Γ is the disturbance matrix of

appropriate dimension.

The power oscillations in an under damped power system are the result of sus-

20



Table 2.1: Optimized Integral Gain Constants for 0.1 p.u. MW disturbance in Area
1

With Without
STATCOM-SMES STATCOM-SMES

apf1 apf2 K i1 K i2 K i1 K i2

0.9 0.1 1.387 1.0845 1.3375 0.5521
0.75 0.25 1.264 1.0845 1.0562 0.4427
0.5 0.5 0.9864 0.1276 0.7827 0.5064
0.25 0.75 1.2641 1.0845 1.0711 0.45
0.1 0.9 3.287 1.0845 2.57 0.6078

Table 2.2: Optimized Integral Gain Constants for 0.1 p.u. MW disturbance in Area
2

With Without
STATCOM-SMES STATCOM-SMES

apf3 apf4 K i1 K i2 K i1 K i2

0.9 0.1 0.4262 2.5851 0.3742 2.4739
0.75 0.25 0.2394 1.6328 0.3924 1.5913
0.5 0.5 0.4324 0.9734 0.5683 0.8435
0.25 0.75 0.2956 1.0461 0.1346 1.0453
0.1 0.9 0.3486 2.6328 0.2594 2.3453
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tained acceleration and de-acceleration of the rotor of synchronous generator in re-

sponse to small disturbances. The power oscillations are damped out by rapid com-

pensating devices such as an SMES. SMES consists of super conducting coil, which is

connected to an AC grid by a voltage source converter. SMES coil is held at 50-77 K

temperature range to increase the power density. The coil stores magnetic energy in

superconducting DC coil that is controlled to compensate the sudden load demands

in the grid [78]. As the load change is reflected in the frequency deviation, the in-

put for the controller is taken as frequency deviation. Since the coil is inductive, a

sudden change in current is not possible. Hence DC link voltage has to be regulated

by modulating DC link current using pulse width modulation which discharges the

SMES when a sudden load demand occurs. Similarly, when the load demand drops,

the SMES gets charged to absorb the increased active power in the grid. SMES is

interconnected with the three phase grid (k = a,b, c) by a voltage source converter

which is modelled mathematically as, [79],

Vkg = ikgRs +Ls
dikg

dt
+Vki (2.22)

where Vkg is the grid voltage, Vki is the converter output voltage and ikg is the

instantaneous grid current, Rs and Ls being the interfacing resistance and induc-

tance as shown in Fig. 2.11. Park’s transformation from three phase system to d-q

coordinate system is given as
Vq

Vd

Vo

 = 2
3


cos(δ) cos(δ− 2π

3 ) cos(δ− 4π
3 )

sin(δ) sin(δ− 2π
3 ) sin(δ− 4π

3 )
1p
2

1p
2

1p
2




Va

Vb

Vc



The active power in d-q co-ordinate is then given as, P =Vd id +Vq iq

where Vd = 0, thus, P =Vq iq.

Perturbing above equation, we get, ∆P =∆Vq iq +Vq∆iq

Assuming, the voltage deviations are negligible compared to current deviations we

have, ∆P =Vq∆iq

Park’s transformation of the (2.22) yields voltage and currents in d-q domain and

the active power deviation is

∆PSMES = vqg∆iqg +vdg∆idg (2.23)
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Figure 2.11: Schematic diagram of SMES [5]
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Figure 2.12: STATCOM control

For the control of the active power output from SMES, ∆idg is forced to zero and

∆iqg is controlled to regulate active power.

∆PSMES =Vqg∆iqg (2.24)

The oscillations can also be controlled by a shunt compensating device such as STAT-

COM which will inject the reactive power into the transmission line during accelerat-

ing period and absorb reactive power during de-accelerating period and regulate ac-

tive power in the line [80]. STATCOM conditions the limit of transmittable power in

the line. Thus area frequency is chosen as STATCOM control input. The power flow

between STATCOM and the grid is given by (2.25) where x is transformer impedance.

Pe = V1V2sinδ12

x
(2.25)

Perturbing (2.25), about the nominal operating values we get

Pe +∆Pe =
(V 0

1 +∆V1)(V 0
2 +∆V2)sin(δ0

12 +∆δ12)
x

(2.26)
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If the voltage deviations are negligible, then

∆Pe =
V 0

1 V 0
2 cosδ0

12∆δ12

x
(2.27)

Taking Laplace transform,

∆Pe(s)= V 0
1 V 0

2 cosδ0
12∆δ12(s)

x
(2.28)

Since

∆F12(s)= Ks∆δ12(s) (2.29)

where K = 1
2π , from (2.28) and (2.29)

∆Pe(s)= KST AT∆F12(s)
s

(2.30)

where,

KST AT = V 0
1 V 0

2 cosδ0
12

K x
(2.31)

STATCOM control strategy is presented in Fig. 2.12 where the STATCOM has been

modelled as a first order transfer function and the time constant of STATCOM oper-

ation is given as TST AT . The state equations for STATCOM-SMES in two area power

system is given as

˙∆ f1 = −∆ f1

TP1

+ KP1

TP1

(−∆Ptie12 +∆PG1 +∆PG2 +∆PSMES −∆PD1) (2.32)

˙∆ f2 = −∆ f2

TP2

+ KP2

TP2

(−a12∆Ptie12 +∆PG3 +∆PG4 −∆PD2) (2.33)

˙∆Ptie12 = (2πT12+
Kst1

TP1
+Kst2)∆ f1+Kst1

KP1

TP1
(∆Ptie12−∆PG1−∆PG2−∆PSMES)−2πT12∆ f2

(2.34)

˙∆PG1 =−∆PG1

TRH1

+∆PRH1(
1

TRH1

− 1
2TT1

)+ ∆PT1

2TT1

(2.35)
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˙∆PRH1 =
−∆PRH1

TT1

+ ∆PT1

TT1

(2.36)

˙∆PG2 =−∆PG2

TRH2

+∆PRH2(
1

TRH2

− 1
2TT2

)+ ∆PT2

2TT2

(2.37)

˙∆PRH2 =
−∆PRH2

TT2

+ ∆PT2

TT2

(2.38)

˙∆PG3 =−∆PG3

TRH3

+∆PRH3(
1

TRH3

− 1
2TT3

)+ ∆PT3

2TT3

(2.39)

˙∆PRH3 =
−∆PRH3

TT3

+ ∆PT3

TT3

(2.40)

˙∆PG4 =−∆PG4

TRH4

+∆PRH4(
1

TRH4

− 1
2TT4

)+ ∆PT4

2TT4

(2.41)

˙∆PRH4 =
−∆PRH4

TT4

+ ∆PT4

TT4

(2.42)

˙∆PT1 =
−∆ f1

R1TG1

+ −∆PT1

TG1

+ u1

TG1

(2.43)

˙∆PT2 =
−∆ f1

R2TG2

+ −∆PT2

TG2

+ u1

TG2

(2.44)

˙∆PT3 =
−∆ f2

R3TG3

+ −∆PT3

TG3

+ u2

TG3

(2.45)

˙∆PT4 =
−∆ f2

R4TG4

+ −∆PT4

TG4

+ u2

TG4

(2.46)

u̇1 =−K i1B1∆ f1 −K i1∆Ptie12 (2.47)

u̇2 =−K i2B2∆ f2 +K i2 a12∆Ptie12 (2.48)
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˙∆PSMES =∆ f1(KSMES +Kc)+
KP1G
TP1

(∆Ptie12 −∆PG1 −∆PG2 −∆PSMES) (2.49)

˙∆PST ATCOM =∆ f1(
KST AT

TST AT
+Gs)−

KST ATKP1∆Ptie12

TP1
+KST AT

TP1
(∆PG1+∆PG2+∆PSMES)

(2.50)

Table 2.3: System Parameters [9][6]

Rated Area Capacities (PR1,PR2) 1200 MW
Generator gain constants (Kp1, Kp2) 120 Hz/p.u. MW
Generator time constant (Tp1,Tp2) 20 s
Governor time constant (TG1,TG2,TG3,TG4) 0.08 s
Turbine time constant (TT1,TT2,TT3,TT4) 0.3 s
Turbine time constant (TRH1,TRH2,TRH3,TRH4) 10 s
Frequency Bias Constant (B1,B2) 0.4249
Speed Regulation (R1, R2, R3, R4) 2.4 Hz/p.u. MW
STATCOM Gain (KST AT) 0.049
Synchronizing Coefficient (T12) 0.0866
SMES Control Gain (KSMES) 0.335
SMES time constant (TSMES) 0.1 s
STATCOM time constant (Tds) 0.5 ms
Cell Polycrystalline Silicon
Rated power output PPV 216 W
Open circuit voltage Voc 36.50 V
Short circuit current ISC 8.10 A
Diode ideality factor A 1.45
Inverse diode saturation current Ior 3.047 ×107 A
Ambient Temprature T 25oC
Boltzmann’s constant K 1.38 ×1023

Band gap energy Eg 1.11 eV
Solar Insolation S 1000 W/m2

Solar PV gain constant KPV 0.1
Solar PV time constant TPV 1.8 s
BESS gain constant KBESS 1/300
BESS time constant TBESS 0.1 s

The parameters used for the two area system and STATCOM-SMES combina-

tion are given in Table 2.3. The convergence of the objective function with nu-
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(a) With STATCOM-SMES

(b) Without STATCOM-SMES

Figure 2.13: Objective function vs. No. of Iterations and disturbance in Area 1
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(b) Frequency Deviation in Area 2

Figure 2.14: Frequency deviations with 0.1 pu disturbance in area 1 only .
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Figure 2.15: Tie line Power deviation with 0.1 pu disturbance in Area 1 only

ber of iterations is shown in Fig. 2.13. The system’s different dynamic responses

with optimal gain settings are presented in Figs. 2.14 to 2.17. With a step load

change of 0.1 p.u in area 1, Fig. 2.14 shows the area frequency deviations (∆ f1

and ∆ f2). The transients have been minimized effectively in both the area frequen-

cies using STATCOM-SMES. Further, settling time also has been improved. Fig.

2.15 depicts that the tie-line power oscillations have damped out with STATCOM-

SMES much faster with a reduced settling time of approximately 45 secs than the

case without STATCOM-SMES. The power output deviations of the generating units

(∆PG1,∆PG2,∆PG3,∆PG4) in both the areas as shown in Fig. 2.16 and Fig. 2.17, show

faster responses and improved settling times with reduced peak overshoots. Since a

load perturbation of 0.1 p.u. MW and an apf of 0.5 each is considered, each gener-

ating unit in area 1 must settle down to 0.1×0.5 = 0.05 p.u. MW at a steady state

as seen from Fig. 2.16. Further, since the load perturbation occurred in area 1, the

power output deviation of generating units in area 2 must be zero as per standard

industrial practices. This is evident from Fig. 2.17.

Different configurations involving STATCOM and SMES in the same and different

areas were simulated and studied. The results obtained in all the cases were more

or less similar. A power system undergoes various changes in operating states, thus

control parameters are to be varied according to the new states. The classical control

and search based heuristic techniques to follow load demand and regulate frequency

are presented in [81], [82], [83], [84], [85], [55], [86]. A Fuzzy Genetic Algorithm

based sizing and placement strategy has been proposed in [87] for FACTS devices.
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Figure 2.16: Power deviations in Area 1 with 0.1 pu MW disturbance.
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Figure 2.17: Power deviations in Area 2 with 0.1 pu MW disturbance.

In [88], moth flame, JAYA hybrid algorithm has been proposed to optimize the line

losses. The optimal reactive power dispatch using a harmony search algorithm to

improve voltage stability margin has been presented in [89]. However, small-signal

stability is not analyzed in [88], [89]. Classical optimization techniques are based

on minima-maxima theory under imposed equality non-equality constraints. These

techniques tend to find a locally optimal solution rather than a global solution, as

they search for points where the slope of the optimization function is zero or move

in the direction with the steepest gradient [90]. Enumerative and random search-

based methods use all the possible solutions in the search space. While enumerative

search selects the solution one by one, random search uses a probabilistic algorithm

to take care of searching for the next possible solution point. This creates a trade-
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Figure 2.18: Flowchart of Genetic Algorithm

off between solution accuracy and time to obtain a solution. However, these search

techniques are applicable for small systems. GA is based on the process of natural

selection and evolution, [85], [91]. GA is more robust than other search techniques

for the following reasons

1. It uses an encoded set of parameters instead of actual parameters.

2. A set of solutions (population) are used instead of a single solution.

3. It uses probabilistic rules instead of deterministic rules.

4. Compared to other optimization techniques, GA converges.

5. For searching global optimal solutions, GA is better than other search algo-

rithms as it explores the solution space more effectively due to the mutation

process.

A comparative performance of various control techniques is done in [92], [93], [94],[95].

Genetic Algorithm (GA), provides a robust optimization for tuning AGC control gains,

as it is less sensitive to the power system parameter variations [96],[97]. A ran-

dom set of possible solutions (population) is generated at the initialization of the

algorithm. Later each solution (individual) is encoded in chromosomes. The most

common encoding method is binary coding, in which strings of 1 and 0 represent a
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Table 2.4: Parameters for Genetic Algorithm

Population 100
Number of Iterations 50

Crossover Rate 0.9
Elite Count 10

Initially Penalty 10
Penalty Factor 100
Mutation Rate 0.001

chromosome. Each chromosome is tested on an objective function, followed by a se-

lection process. The objective function is formulated by Integral Square Error (ISE)

with a set of weight constants (w1,w2,w3) as

J =
∫ t

0
(w1∆ f1(t)2 +w2∆ f2(t)2 +w3∆Ptie12(t)2)dt (2.51)

ISE penalizes large errors heavily by squaring them. Thus larger errors are elimi-

nated quickly. Fitter solutions are selected, and unfit solutions are eliminated through

selection. This is followed by crossover and mutation. The crossover creates new so-

lutions by interchanging some genes of specifically chosen chromosomes from the

selected pool of solutions. The mutation operator changes a gene in the selected

chromosomes and thus generates new chromosomes. The next generation is tested

for fitness and henceforth follows the same procedure until the minimum value of

the objective function is reached. The parameters used for Genetic Algorithm is pre-

sented in Table 2.4.

2.6 Regulated Power System with Solar PV and Bat-
tery Energy Storage

Depletion of fossil fuel energy sources with increasing petroleum prices along with

climatic concerns has resulted in severe questions on the future of energy. This has

led to the development of alternative energy sources and research on increasing the

efficiency of various traditional power systems especially integrated with renewable

energy sources. In these scenarios, the importance of wind and solar photovoltaic

(Solar PV) energy supply has been growing vigorously with increasing concern about

the price and availability of fossil fuel and greenhouse gases [98]. In [99], a fuzzy
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controller is used to control the PV output in coordination with other generators de-

pending on the load demand for the frequency regulation without energy storage

system. In this coordination strategy, the maximum power point tracking (MPPT)

control is used for PV power systems, which can derive the maximum output power.

In [100], a simple fuzzy-based frequency control method is proposed for the PV gener-

ator in a PV–diesel hybrid power system, while [101] has explored the impact of high

PV penetration on the inter-area oscillation modes of large-scale power grids. The

impacts of adding hybrid renewable energy–based generation on frequency regula-

tion capability of isolated grids have been discussed in [102]. Power generation from

solar PV, a renewable source of energy, is increasing at a faster rate which converts

sunlight directly into electricity using PV cells. Various energy sources like batter-

ies, ultracapacitors and flywheel energy storage can be used due to the unpredictable

and intermittent nature of solar PV system. In this work, we have explored the solar

PV along with battery energy storage system (BESS) to supply energy in the wake

of sudden loads for achieving better system performance. The thermal generating

unit considered is of non-reheat type. A typical value is of 10% /min. The control

areas are connected by a tie line. In each area, a linear combination of tie-line power

flow deviation (∆Ptiei j ) and frequency deviation (∆ f i ) forms a control signal error,

called area control error (ACE i). This control error signal is monitored by integral

controller (K I) to produce necessary control action and is further fed to the governor

that senses machine speed deviation and gives output (PTi ) to adjust the input valve

for changing the mechanical power output to re-establish the frequency to its nomi-

nal value. The mechanical power input (∆PGi), step load change (∆PDi) and tie-line

power flow deviation (Ptie i j ) combine to form a synchronous frequency deviation and

determined by generator constant KPi and TPi as given by the following equations:

∆ f1 =
Kp1

1+ sTp1
[∆PG1 −∆PD1 +a12∆Ptie12] (2.52)

∆ f2 =
Kp2

1+ sTp2
[∆PG2 −∆PD2 +∆Ptie12] (2.53)

∆Ptie12 = 2πT12

s
[∆ f1 −∆ f2] (2.54)

∆PT1 = ∆PG1

1+ sTT1
(2.55)
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S

Figure 2.19: Two area power system with Solar PV and BESS

∆PT2 = ∆PG2

1+ sTT2
(2.56)

∆PG1 =
u1

1+ sTT1
(2.57)

∆PG2 =
u2

1+ sTT2
(2.58)

The sudden demand of power is fulfilled by the combination of solar PV and BESS.

Different solar subsystem controllers are explained in [103], [104], [105] to generate

power under varying operating conditions. In this paper, system frequency droop

control method is used to generate PV power. Whenever solar PV is incapable of

supplying energy due to unfavourable climatic conditions, the stored power in the

battery will provide power under such deficient conditions. The net power generation

from Area-1 with PV and BESS as in Fig. 2.20 is as follows:

PS1 =∆PPV +∆PBESS +∆PG1 −∆PD1 −∆Ptie12 (2.59)

35



S

Figure 2.20: Control Block Diagram for Solar PV and BESS Combination

Table 2.5: Integral gain parameters

Ki1 Ki2
Without Solar PV Battery System 0.76 0.0132
Solar PV Battery System Area 1 Alone 0.79 0.028
Solar PV Battery System Area 2 Alone 0.77 0.040
Solar PV Battery System in Both Areas 0.88 0.039

In this work, GA is used to tune the integral controller gain settings K I1 and K I2 with

and without solar PV–BESS combination. The flowchart for the GA is depicted in Fig.

2.18. An objective function that takes into account the solar PV power generation

change (∆PPV ) in addition to frequency perturbations (∆ f1and∆ f2) and tie-line power

deviation (∆Ptie12) is formulated to tune the controller gains as given below

J =
∫ T

0
∆ f 2

1 +∆ f 2
2 +∆P2

tie12 +∆P2
PV dt (2.60)

Solar PV and BESS has been implemented as a linear time-invariant model to

improve the frequency and the tie line deviations. The combination of Solar PV and

BESS has been placed in area 1, as shown in Fig. 2.19. The integral controller gains

are obtained using GA to maintain the small-signal stability. The system responses

for a load perturbation of 0.1 p.u. MW is depicted in Fig. 2.21 to Fig. 2.24. It can be

seen that with Solar PV and BESS combination, the settling time and peak overshoot

of the responses are reduced. The integral controller gain values (K i1,K i2) with the

combination of PV–BESS in Area-1, Area-2 and in both areas obtained by GA are

given in Table 2.5. The regulated system parameters with Solar PV and BESS is

presented in Table 2.31.
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(a) Frequency Deviations in area 1

(b) Frequency Deviation in area 2

Figure 2.21: Frequency deviations in Area 1 with 0.1 pu MW disturbance.
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Figure 2.22: Tie line Power deviation with disturbance in Area 1

Figure 2.23: Power deviations in Area 1 with 0.1 pu MW disturbance.

Figure 2.24: Power deviations in Area 2 with 0.1 pu MW disturbance.

.

1Rachakonda S.R. Akshay and Rajesh J. Abraham "Load-frequency regulation with solar PV and
battery energy storage system". International Journal of Power and Energy Systems, ACTA Press,
2019, 39(1).
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2.7 Conclusion

In this work, we have proposed and simulated the combined effect of PV–BESS in

improving the frequency of an interconnected power system following a sudden load

demand. A linear incremental model of PV and BESS has been used to improve

the performance of AGC of two- area interconnected power system. The optimized

integral gain values of AGC with and without PV–BESS combinations are obtained

using GA. Simulation studies carried out in MATLAB validate that the proposed

combination can effectively improve the system frequency in the wake of sudden

load disturbances. The effectiveness of PV– BESS in damping out low-frequency

oscillations in area frequency and tie-line power flow has been analysed through

simulation.
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Chapter 3

Load Following in Deregulated Power
System

There has been a shift from a regulated framework to a deregulated one since the

last few decades to subdue monopoly and encourage competition in the power in-

dustry. While doing so, operational, structural and regulatory complications have

arisen [106]. The operational complications include ancillary services such as load

following, reactive power voltage regulation, energy imbalance services etc. [107].

Regulatory complications involve determining tariffs and prompt fair competition

among the participants in the electric power industry.

The generation of each unit in the control areas and the power interchange between

control areas are maintained at optimum economic values in deregulated framework

by load following as shown in Fig. 3.1 [108]. In [30], deregulated power system with

DISCO Participation Matrix (DPM) is introduced which conveys the authorized con-

tract between a DISCO and GENCO under various scenarios.

The STATCOM-SMES combination is placed in area 1. The contracts between GEN-

COs and DISCOs is represented by DISCO Participation Matrix (DPM), whose en-

tries are the contract participation factors [30]. The parameters used in simulation

are given in Table 2.3. The linearized state space equation for the deregulated system

is

Ẋ = AX +BU +ΓP (3.1)

where A, B and Γ are matrices of appropriate dimension.

Each GENCO can participate in load following, meeting the load demands from

DISCOs based on an agreed contract which can be visualized as DISCO Participation

Matrix [30] as shown below.
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DPM =



cp f11 cp f12 ... cp f1n

cp f21 cp f22 ... cp f2n

: : : :

: : : :

cp fm1 cp fm2 ... cp fmn



where contract participation factor, cp f i j is the fraction of the total load from jth

DISCO to ith GENCO. The number of rows in DPM correspond to the number of

GENCOs and the no of columns in DPM is equal to the number of DISCOs. Sum of

the all the entries in a column in this matrix is unity. In our case since there are four

GENCOs and DISCOs (m = 4 and n = 4), the DPM is a 4×4 matrix.

The power contracted by the ith GENCO with the DISCOS is

∆PG i =
n∑

j=1
cp f i j∆PL j (3.2)

where ∆PL j = total demand of jth DISCO and cp f i j = contract participation factor.

The scheduled power flow in the tie line at steady state is, ∆Ptie12,scheduled = (Demand

of DISCOs in area 2 from GENCOs in area 1 ) - (Demand of DISCOs in area 1 from

GENCOs in area 2). Thus,

∆Ptie12,scheduled =
m/2∑
i=1

n∑
j=(n/2)+1

cp f i j∆PL j−

m∑
i=(m/2)+1

n/2∑
j=1

cp f i j∆PL j

(3.3)

For the above system, the tie line power error is given as

∆Ptie12,error =∆Ptie12,actual −∆Ptie12,scheduled (3.4)

At steady state the tie line power error (∆Ptie12,error) decays to zero as the actual

tie line power (∆Ptie12,actual) reaches the scheduled tie line power flow (∆Ptie12,scheduled).

As in the traditional case, the respective Area Control Error (ACE) signal is gener-

ated using this tie line error signal as

ACE1 = B1∆ f1 +∆Ptie12,error (3.5)
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ACE2 = B2∆ f2 +a12∆Ptie12,error (3.6)

.

3.0.1 Deregulated Power System Model Assumptions

The majority of the power generating sources comprise the thermal power plants.

Thus, ramping control of the thermal power plants plays crucial role in load follow-

ing. The main components of the thermal generating plant are the governor, the

generator and the turbine. Based on the ACE, integral controller changes the gov-

ernor steam set points in proportion to the area participation factor of the GENCOs.

The time taken by governor to act on the updated set point has been represented by a

time constant TG . The turbine time constant TT represent the time taken by the tur-

bine to change the mechanical power output based on the changed steam input. For

improving the efficiency of the power plant, the steam passed through the turbine

is recollected and passed through the steam reheat unit. In each area the equiva-

lent model of the generators owned by different GENCOs has been modelled using

swing equation as presented in [109]. A Generation Rate Constraint, GRC non lin-

earity of 10% / min [110],[111] has been considered for each of the reheat generating

units. For small signal stability study of the system, the load demand from DISCO1,

DISCO2, DISCO3 and DISCO4 has been modelled as step load perturbation as 0.1

p.u. MW. The schedule tie line power between the control areas is supplied by trans-

mission lines. The deviation in scheduled tie line power is given as (3.3). ISO is

responsible to regulate the load contracted between GENCOs and DISCOs based on

DISCO Participation Matrix (DPM). DPM for various Unilateral case, Bilateral case

and Contract violation has been presented in Simulation results.

In this section, the effect of STATCOM along with an SMES unit on load following

with different contract scenarios- unilateral contract, bilateral contract and contract

violation is investigated.

3.1 Unilateral Contract

In the unilateral contract case, since the DISCOs demand power from the GENCOs

in the same area the following DPM is considered.
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Figure 3.1: Deregulated Power System
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Figure 3.2: Unilateral contract: (a) with STATCOM SMES (b) without STATCOM
SMES

DPM =


0.5 0.5 0 0

0.5 0.5 0 0

0 0 0 0

0 0 0 0



It maybe noted that, as there are no load contracts with DISCOs outside the same

area, the remaining rows and columns of DPM are zero. Fig. 3.2 depicts the conver-

gence of fitness value with number of generations for GA. The DISCOs in area 1 have

a total load demand of ∆PL1 = ∆PL2 = 0.1 p.u. MW. Fig. 3.3 depicts the deviations

in area frequencies. It is evident that, with the STATCOM-SMES combination the

frequency deviations are damped out faster and with reduced peak overshoots and

undershoots. In unilateral case, at steady state ∆Ptie12,actual = ∆Ptie12,schedule since

DISCOS in an area demand power from GENCOS in the same area only. Hence from

(11) tie line power error ∆Ptie12,error = 0. Fig. 3.4 shows the actual tie line power flow

in this case which clearly indicates an improvement in the response with STATCOM-

SMES combination. The power contracted by the ith GENCO with the DISCOS is
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(a) Frequency deviation in Area 1

(b) Frequency deviation in Area 2

Figure 3.3: Unilateral Contract: Frequency deviations with disturbance in Area 1
only

Figure 3.4: Actual tie line power deviation in unilateral contract case
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(a)

(b)

(c)

(d)

Figure 3.5: Unilateral contract: Deviations in power generated by (a) GENCO 1 (b)
GENCO 2 (c) GENCO 3 (d) GENCO 4
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Figure 3.6: Bilateral contract: (a) with STATCOM SMES (b) without STATCOM
SMES

∆PG i =
n∑

j=1
cp f i j∆PL j (3.7)

where ∆PL j = total demand of jth DISCO and cp f i j = contract participation factor.

Thus, power generated by GENCO1 is given as ∆PG1 = (0.5×0.1)+ (0.5×0.1) = 0.1

p.u MW. Similarly, ∆PG2 = 0.1 p.u. MW and ∆PG3 = ∆PG4 = 0 p.u. MW. As depicted

in Fig. 3.5, ∆PG1 and ∆PG2 settles down to 0.1 p.u. MW each and ∆PG3=∆PG4 = 0.

3.2 Bilateral Contract

In bilateral contract, DISCOs can demand power from GENCOs in any area. All the

DISCOs have a total load demand of 0.1 p.u. MW each which are contracted to the

different GENCOs as per the given DPM.

DPM =


0.2 0.25 0 0

0.5 0.25 0 0.3

0.3 0.25 0 0

0 0.25 1 0.7


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(a) Frequency deviation in Area 1

(b) Frequency deviation in Area 2

Figure 3.7: Bilateral contract: Frequency deviation in (a) area 1 and (b) in area 2.

Figure 3.8: Actual tie line power deviation in bilateral contract case
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Figure 3.9: Tie line power error deviation in bilateral contract case

The convergence of the fitness value with respect to the number of generations is

shown in Fig. 3.6. Fig. 3.7 shows deviations in area frequencies, where as Figs.

3.8 and 3.9 depict the actual tie power flow deviation and tie line power error devia-

tion respectively, where it is observed that the system STATCOM SMES combination

has dampened the oscillations quickly with reduced overshoots. In bilateral contract

case, actual tie line power deviations follows the scheduled tie line power deviations

such that in steady state the tie line power error deviations become zero. The sched-

uled power flow in the tie line at steady state is, ∆Ptie12,scheduled = (Demand of DISCOs

in area 2 from GENCOs in area 1 ) - (Demand of DISCOs in area 1 from GENCOs in

area 2) which is given as

∆Ptie12,scheduled =
m/2∑
i=1

n∑
j=(n/2)+1

cp f i j∆PL j−

m∑
i=(m/2)+1

n/2∑
j=1

cp f i j∆PL j

(3.8)

For the above system, the tie line power error is given as

∆Ptie12,error =∆Ptie12,actual −∆Ptie12,scheduled (3.9)

For the assumed DPM, the scheduled tie line power deviation is given as

∆Ptie12,scheduled = (0×0.1+0×0.1+0×0.1+0.3×0.1)− (0.3×0.1+0.25×0.1+0×0.1+
0.25×0.1=−0.05) p.u. MW, which is as shown in Fig. 3.8. The tie line error deviation

obtained from (3.4) is presented in Fig. 3.9. The power generation deviations, ∆PG1 ,

∆PG2 , ∆PG3 and ∆PG4 are presented in Fig. 3.10. It maybe noted that from (3.2),
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Figure 3.10: Bilateral Contract: Deviation in power generated by (a) GENCO 1 (b)
GENCO 2 (c) GENCO 3 (d) GENCO 4
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Figure 3.11: Contract violation: (a) with STATCOM SMES (b) without STATCOM
SMES

∆PG1 = 0.2×0.1+0.25×0.1+0×0.1+0×0.1= 0.045 p.u.MW. Similarly, ∆PG2 = 0.105

p.u. MW, ∆PG3 = 0.055 p.u. MW and ∆PG4 = 0.195 p.u. MW.

3.3 Contract Violation

In this case, DISCOs in an area demands more load than contracted to the GEN-

COs. In such case, GENCOs in the same area must meet the uncontracted demand

according to their respective ACE participation factors as per the standard indus-

trial practices. Let DISCO1 demand an uncontracted excess power of 0.1 p.u. MW.

Therefore, total load in area 1, ∆PD1 = contracted loads of DISCO1 and DISCO2

+ uncontracted power of DISCO1 = 0.2 + 0.1 = 0.3 p.u. MW. Likewise, in area 2

the total load ∆PD2 = contracted loads of DISCO3 and DISCO4 = 0.2 p.u. MW.

Using the DPM in the bilateral case, GENCO1 in steady state generates ∆PG1 =

cp f11∆PL1+ cp f12∆PL2+ cp f13∆PL3+ cp f14∆PL4+apf1uncontracted power = 0.095

p.u. MW. Similarly, ∆PG2 = 0.155 p.u. MW. Likewise, in area 2, ∆PG3 = 0.055 p.u.

MW and ∆PG4 = 0.195 p.u. MW at steady state. Fig. 3.11 present the fitness value
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(a) Frequency deviation in Area 1

(b) Frequency deviation in Area 2

Figure 3.12: Contract violation: Frequency deviation in (a) area 1 and (b) in area 2.

Figure 3.13: Actual tie line power deviation in contract violation case
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Figure 3.14: Tie line power error deviation in contract violation case

(J) vs. the number of generation plot for contract violation. The different responses

in this contract violation case have been plotted in Figs. 3.12 - 3.15 which indicates

that combinedly a STATCOM SMES combination has improved the transient and

steady state responses.

The excess uncontracted load of DISCO1 has been met by GENCO1 and GENCO2

in the same area at steady state. As shown in Figs. 3.15 (a) and (b), which matches

with the calculated value. Further it can be seen that the generations of GENCO3

and GENCO4 are uneffected by the uncontracted load of DISCO1 as seen in Figs.

3.15 (c) and (d)1.

3.4 Conclusion

This chapter investigated the application of STATCOM-SMES in a deregulated two

area power system. STATCOM has been controlled to regulate reactive power in the

tie line. SMES compensates the sudden load demand occurs, improving the dynamic

stability of the system. The peak drop in frequency and the frequency oscillations

have been reported to be minimised with STATCOM-SMES. The tie line oscillations

with STATCOM- SMES are damped out effectively under contract violation and uni-

lateral cases, but in bilateral case the STATCOM control results in higher oscilla-

tions. The control area integral gains are optimised by Genetic Algorithm.

1Rachakonda Shri Rama Akshay & Rajesh Joseph Abraham. "Load following performance in a
deregulated power system with static synchronous compensator and super magnetic energy storage".
Energy Systems. 2022 May 13:1-20.
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Figure 3.15: Contract Violation : Deviation in power generated by (a) GENCO 1 (b)
GENCO 2 (c) GENCO 3 (d) GENCO 4
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Chapter 4

Converter Modelling and Control

Systems with at least one semiconductor switch and passive elements and/or active

elements (Resistors, Capacitors, Inductors) are termed as power electronic convert-

ers. The power electronic converters are classified as current source converter (CSC)

and voltage Source converter (VSC) based on the DC side source. In recent years,

the VSCs have facilitated power conversion and grid integration of the renewable

energy sources and FACTS controllers. In this chapter, the mathematical models of

the VSC based systems are to be investigated. To meet design challenges, suitable

power switching devices are chosen. For full control, high voltage applications such

as Static Var Generator (SVG), Back to Back connection (BTB), Traction Propulsion

System, high voltage inverter Gate Thyristor Off (GTO) modules are preferred (max-

imum ratings 4.4 KV , 4000 A) [112]. GTOs are phase controlled bipolar unidirec-

tional device. High voltage IGBT modules are also available which are bidirectional

unipolar Pulse Width Modulation (PWM) devices. PWM reduces the harmonics in

the grid with higher switching frequency devices. This chapter presents large signal

models of the VSC that is implemented for the FACTS devices, energy storages and

grid integrated renewable sources. In section 4.1, the mathematical model for phase

control of VSC is presented. Sine PWM model of VSC is analyzed in section 4.2. Mod-

elling and control of Battery Energy Storage, Super Magnetic Energy Storage, Static

Compensator, Solar PV are presented in the following sections.

4.1 Phase Controlled VSC

The mathematical model of a two level GTO based VSC connected to a three phase

grid with 180o conduction mode is investigated in [6]. VSC without an active power
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Figure 4.1: Two level VSC circuit diagram

source can be controlled as an impedance load. The first order equations are given as

vga = via + iaRs +Ls
dia

dt
(4.1)

vgb = vib + ibRs +Ls
dib

dt
(4.2)

vgc = vic + icRs +Ls
di c

dt
(4.3)

C
ded

dt
= idc (4.4)

idc =
1
ed

(sa ia + sb ib + sc ic) (4.5)

where vgk, and vik represent the grid and VSC terminal voltages respectively, ik are

the grid currents and sk are the switching states of the switches (T1,T2,T3,T4,T5,T6)

as depicted in Fig. 4.1. Each leg of a VSC is denoted by k. The switching state for leg

a is shown in Fig. 4.2. The switching states for leg b and leg c are given as

sb = sa(ωt− 2π
3

) (4.6)

sc = sa(ωt+ 2π
3

) (4.7)

The state variables of the converter model are given as x = [ia, ib, ic, ed]T . In this

model, the converter is connected to an infinite bus, thus, grid voltage magnitude

and the phase angle is constant. The grid voltages are given as

vga =Vmsin(ωt) (4.8)

vgb =Vmsin(ωt− 2π
3

) (4.9)

vgc =Vmsin(ωt+ 2π
3

) (4.10)
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Figure 4.2: Switching state sa for leg a [6]

The terminal voltage of the converter is a function of the switching states. From

Fourier series, the terminal converter voltages are given as

via =
∑

n=6m±1

2ed

nπ
sin(ωt+α) (4.11)

vib =
∑

n=6m±1

2ed

nπ
sin(ωt+α− 2π

3
) (4.12)

vic =
∑

n=6m±1

2ed

nπ
sin(ωt++α+ 2π

3
) (4.13)

where m is an integer number and α is the firing angle of GTO. From the fundamen-

tal components of converter terminal voltages the numerical solution of the nonlinear

first order equations are obtained by solving (4.1) to (4.5).

4.2 Sine PWM controlled VSC

In the previous section, firing angle controls the terminal voltage of VSC, however,

the conduction period of the switches were fixed at 180o conduction mode. The har-

monics introduced due to this conduction method is very high and given as 6m±1,

where m is the integer number. Thus, to reduce harmonics PWM technique are intro-

duced. Sinusoidal PWM is a popular technique to reduce harmonics and switching

losses. It is easy to implement and widely used in power electronics converter control

[113]. The output harmonics are give as mF+nf, where m, n are integers and F is
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the carrier wave frequency and f is the reference wave frequency. As a result of high

switching frequency (F), the harmonics are of higher order and easier to filter out.

However, the maximum voltage under linear range (under modulation) is reduced to

78.5 % compared to 180o conduction mode. As a consequence of changing switching

technique, the switching function sk j are given as

sk j =
1 if switchk j closed

0 if switchk j open

where k = a,b, c is the converter leg and j = 1,2 represents top or bottom switch as

shown in Fig. 4.3 . For switching frequency significantly higher than grid frequency,

the converter circuit model can be averaged over the switching period [114]. The

converter terminal voltage measured from converter neutral point N, is given as

vaN =


ed
2 if switcha1 closed
−ed

2 if switcha1 open

The converter terminal voltages measured from grid neutral point (n) is given as

via = 2vaN −vbN −vcN

3

vib =
2vbN −vaN −vcN

3

vic = 2vcN −vcN −vaN

3

(4.14)

The fundamental voltage component of a voltage source converter output is given as

via0 = ed

2
misin(ωt)

vib0 =
ed

2
misin(ωt− 2π

3
)

vic0 = ed

2
misin(ωt+ 2π

3
)

(4.15)

where mi is the modulation index. From Park’s transformation, the three phase grid

voltages and the converter fundamental voltages are transformed to two constant
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Figure 4.3: PWM converter

Figure 4.4: VSC current controller [7]

vectors aligned to d− q axis given as

Vgd = 2
3

(vgasin(ωt)+vgbsin(ωt− 2π
3

)+vgcsin(ωt+ 2π
3

))

Vgq = 2
3

(vgacos(ωt)+vgbcos(ωt− 2π
3

)+vgccos(ωt+ 2π
3

))

Vid = 2
3

(via0sin(ωt)+vib0sin(ωt− 2π
3

)+vic0sin(ωt+ 2π
3

))

Viq = 2
3

(via0cos(ωt)+vib0cos(ωt− 2π
3

)+vic0cos(ωt+ 2π
3

))

(4.16)

where vgk and vik are grid and converter terminal voltages respectively. The grid

equations transformed to d− q axis are given as

Vgd =Vid + i gqωLs +Ls
di gd

dt
+ i gdRs

Vgq =Viq − i gdωLs +Ls
di gq

dt
+ i gqRs

(4.17)

where i gk is the Park’s transformation of grid current. VSC sine PWM has an outer

DC link voltage control loop and an inner current control loop. The current controller

is presented in Fig. 4.4.
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Figure 4.5: VSC DC link voltage controller [7]

4.2.1 Current Controller

The linear time invariant model of converter is given as gain G and time constant

Td. The time delay depends on the switches turn on and turn off time. The carrier

signal period Tsw is chosen such that Td ≤ Tsw
2 . The inductance and resistance of

the inductive coil or transformer interfacing the converter to the gird is given as

Rs,Ls. The time constant associated to the inductive coil or the transformer leakage

inductance is given as Ts. The gain and time constant of the current sensor is given

as K2,T2. The controller parameters Tc is taken such that Tc = Ts. And the gain Kc

is selected for 5 % overshoot. The operating time of the current controller must be

designed lower than the voltage controller [115].

4.2.2 Voltage Controller

The schematic diagram of a DC link voltage controller of VSC is depicted in Fig. 4.5.

As the bandwidth of the voltage controller is lower than the current controller, the

current controller can be approximated to a linear transfer function with gain 1
K2

and

time constant Tw = 2(Td +Ts). The PI voltage controller gain and time constant is

given as Kv,Tv. Assuming loss free converter, the power at the DC link and AC side

of converter is equal which is given as

idc =
2

3Ed
vgq i gq = K i gq (4.18)

The relation between grid q axis current and the DC link current is denoted by K.

The output of the controllers are converted to three phase quantities, which act as

modulating waves for sine PWM.
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Figure 4.6: Battery Energy Storage System Model

4.3 Battery Energy Storage System Model

Battery Energy Storage System (BESS) constitutes an energy source (battery pack)

and a power converter. The selection of the battery pack depends on several con-

straints among which capacity, cost, lifetime, charging - discharging, thermal, system

reliability and environmental constraints are critical [116]. BESS has been modelled

as a zero order circuit as shown in Fig. 4.6. This model consists of a DC voltage

source in series with a resistor. This model is sufficient to portray the steady state

performance of the BESS [117]. The objective of bi directional active power flow con-

trol is to regulate DC link capacitor voltage Ed. During charging period of battery

pack Vbattery is lower than Ed and during discharging period the magnitude of Ed is

controlled less than Vbattery. The active power exchange between BESS and grid is

controlled by DC link voltage controller. For participation of BESS in load frequency

regulation the DC link voltage reference ∆edre f is given by droop method as shown

in Fig. 4.7. The droop method is an auxillary control implemented along with DC

link voltage control. From Fig. 4.7 ∆PBESS represents the maximum power limit

BESS can provide for frequency regulation. The control block diagram of BESS is

shown in Fig. 4.8. BESS output current with respect to the grid voltage is shown in

Fig. 4.9. The power drawn from BESS is used to charge BESS. From 1 sec the refer-

ence of BESS is changed to discharging mode and the current is 180o out of phase of

grid voltage.The bidirectional power flow from the BESS is depicted in Fig.4.10. The

simulation parameters for average switch modelling is presented in Table 4.1.

From ∆PBESS, the voltage reference can be obtained as

∆ere f
d = RBattery∆PBESS

2Edo −VBattery
(4.19)

61



Figure 4.7: Battery Energy Storage System Model frequency regulation

Figure 4.8: Battery Energy Storage System Model frequency regulation control
block diagram

Figure 4.9: Grid voltage and current with BESS
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Figure 4.10: Active Power output from BESS

Table 4.1: Simulation Parameters for BESS

Simulation Parameters for BESS
Parameter Value
Battery Internal Resistance 1 Ω
DC link Capacitance 6750 µ F
Transformer Size 900 kVA
Transformer Primary 230 kV
Grid Voltage 290 V
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Figure 4.11: Circuit diagram of SMES

4.4 Super Magnetic Energy Storage

An SMES consists of a super conducting magnetic energy coil and a power electronic

interface for grid connection. SMES coil current is inductive, thus there is no change

in DC coil current transients due to power electronic switching. The inductive coil

stores the electromagnetic energy which is kept at cryogenic temperature around

20 K [36]. DC-DC converter across SMES coil controls the direction of power flow

between SMES and grid as shown in Fig. 4.11.

The output power deviation is given as

∆PSMES =∆Ed Io (4.20)

where Io is the inductive coil current. ∆Ed is the incremental voltage change across

SMES coil. By controlling DC DC converter across SMES coil, the bidirectional power

flow is achieved. Similar to the droop control in BESS, the required ∆PSMES is cal-

culated from the frequency deviation ∆ f . The small signal of SMES control is shown

in Fig. 4.12.

SMES average switch modelling has been done for the dynamic studies in MAT-

LAB/Simulink. The grid connected SMES can be controlled to operate in bidirec-

tional power flow mode. Fig. 4.13 shows that the DC current through the SMES

is constant. The charging and discharging current from the SMES is presented in

Fig. 4.14. It can be noted from Fig. 4.14 and Fig. 4.16 that in charging mode when

SMES act as load, i.e. when grid voltage and current drawn by SMES are in phase

the active power from the grid source is high while. However, in discharging mode

when SMES act as power source the active power from the grid source reduces. The

parameters used for average switch modelling is presented in Table 4.2.
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Figure 4.12: SMES Control Block Diagram

Table 4.2: Simulation Parameters for SMES

Simulation Parameters for SMES
Parameter Value
SMES inductive coil 3.3 H
DC link Capacitance 6750 µ F
Grid Voltage 290 V
Interface Resistance 2 m Ω

Interface Inductance 660 µ H

4.5 Static Synchronous Compensator

A voltage source converter has been interconnected at the mid point of the transmis-

sion line of SMIB system as shown in Fig. 4.17. To portray the sub transient and

transient characteristics of the system, the previous assumption of synchronous ma-

chine model has been relaxed in this section. The synchronous generator has been

modelled as a variable voltage source behind sub transient reactance. The phasor

relation between the bus voltages and line current has been depicted in Fig. 4.18.

The equations (4.21) to (4.25), have been further simplified as (4.26) and (4.27) . The

VSC with the active power source can independently control the terminal voltage

and current. Thus, a four quadrant control is possible. The grid voltage at PCC can

be controlled by varying VSC ac terminal voltage and current. Due to four quadrant

operation the grid voltage Vs trajectory is circular. Once, the grid voltage Vs has been

controlled the terminal bus voltage Vt can have trajectory given as semi circle.
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Figure 4.13: SMES current

Figure 4.14: SMES bidirectional Power flow

Figure 4.15: DC link voltage Ed

Figure 4.16: Active power flow
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Figure 4.17: SMIB with VSC

Vt trajectory  

Vs trajectory

Figure 4.18: SMIB with VSC phasor diagram
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V̄g = V̄s + jxgs ¯Igs (4.21)

V̄s = V̄t + jxst ¯Ist (4.22)

V̄s = V̄c + jxsc ¯Isc (4.23)

¯Igs = ¯Isc + ¯Ist (4.24)

(4.25)

From (4.21) to (4.25), we can simplify the equations as below

V̄g = V̄t + jxgs ¯Igs + jxst( ¯Igs − ¯Isc) (4.26)

jxsc ¯Isc + V̄c − V̄t = jxst( ¯Igs − ¯Isc) (4.27)

The phasor quantities are transformed to the synchronously rotating d−q axis, given

as

vgd + jvgq =Vte j π2−δ+ jxgs(i gsd + ji gsq)+ jxst(i gsd − iscd + j(i gsq − iscq)) (4.28)

jxsc(iscd + jiscq)+Vce jψ−Vte j π2−δ = jxst(i gsd − iscd + j(i gsq − iscq)) (4.29)

The generalised model of the synchronous machine is given as

Ψ̇d = vgd +ωΨq (4.30)

Ψ̇q = vgq −ΩΨd (4.31)

Ψ̇ f = v f − r f i f (4.32)

Ψ̇D =−rD iD (4.33)

Ψ̇Q =−rQ iQ (4.34)

where 

Ψd

Ψ f

ΨD

Ψq

ΨQ

=



xd xad xad 0 0

xad x f xad 0 0

xad xad xD 0 0

0 0 0 xq xad

0 0 0 xad xQ





−i gsd

i f

iD

−i gsq

iQ


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Comparing (4.30) and (4.31) to (4.28), we have

Ψ̇d =Vtsinδ− i gsq(xgs + xst)+ iscqxst +ωΨq (4.35)

Ψ̇q =Vtcosδ+ i gsd(xgs + xst)− iscdxst −ωΨd (4.36)

Also from (4.29),

Vccosψ−Vtsinδ= iscq(xsc + xst)− i gsqxst (4.37)

Vcsinψ−Vtcosδ=−iscd(xsc + xst)+ i gsdxst (4.38)

From (4.35) to (4.36), the generator flux linkages can be written in terms of the con-

verter terminal voltages as

Ψ̇d =Vccosψ− iscqxsc − i gsqxgs +ωΨq (4.39)

Ψ̇q =Vcsinψ+ iscdxsc + i gsdxgs −ωΨd (4.40)

where the output voltage of the PWM VSC with modulation index m is given as

V̄c = m
VDC

2
∠ψ (4.41)

Assuming no losses in the converter, the active power received at the DC capacitor is

given as

VDC IDC = iscdm
VDC

2
cosψ+ iscqm

VDC

2
sinψ (4.42)

Thus, IDC, is given as

IDC = iscdm
1
2

cosψ+ iscqm
1
2

sinψ (4.43)

The DC side dynamic voltage is given as

CDC ˙VDC = iscdm
1
2

cosψ+ iscqm
1
2

sinψ+ idc,2 (4.44)

where idc,2 is the current from active source. If idc,2 = 0, the VSC acts STATCOM.

The relation between STATCOM control and frequency is thus given as[
δ̇

ω̇

]
=

[
ωo∆ω

1
M (−Ks∆δ−D∆ω−KST AT∆m)

]
(4.45)
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Table 4.3: Simulation Parameters for STATCOM

Simulation Parameters for STATCOM
Parameter Value
DC link Capacitance 6750 µ F
Transformer Capacity 900 kVA

Figure 4.19: Grid Voltage and current with STATCOM

STATCOM can be controlled to operate as inductive load or capacitive load. While

operating as an inductive load the current drawn by the STATCOM lags the phase

voltage by 90o, it leads the phase voltage with same phase when operating as a

capacitive load, as shown in Fig. 4.19. The DC link voltage of the STATCOM is

shown in Fig, 4.20 The parameters used for average switch modelling of STATCOM

is presented in Table 4.3. The reference of STATCOM is changed from capacitive

to inductive at time = 2 sec. Fig. 4.21, STATCOM was generating reactive power

in capacitive mode and with change in reference, STATCOM consumes the reactive

power.

Figure 4.20: DC link voltage Vdc
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Figure 4.21: STATCOM Reactive Power flow

Figure 4.22: Solar PV model

4.6 Solar Photovoltaic

If a photon with sufficient energy (higher than band gap energy) strikes electron, it

excites the electron to move towards p type region. And the current flows through P
to N junction. This is analogous to a diode in forward bias, with an external current

source (photocurrent). Rsh comes due to diode manufacturing factors as shown in

Fig. 4.22. Rs occurs due to metal to semiconductor contact in Solar PV. [118].

From Fig. 4.22, the output current is given as

Io = Ig − ID (4.46)

Ig depends on the solar irradiation S (KW /m2) and temperature T(Co) as

Ig = [Isc + I t(T −25)]S
1000

(4.47)

And ID is the diode uni directional current that flows from Anode to Cathode given
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Figure 4.23: Grid connected Solar PV

as

ID = Ido[e( Vo
AKT ) −1] (4.48)

Thus output power is given as

Po =VoIo

Linearizing the output power, about operating points we get

∆Po = (Igo − Ido)∆Vo +Vo,0(∆Ig −∆Id) (4.49)

Assuming, constant voltage and constant temperature at 25oC, output power is a

function of Solar irradiance given as

∆Po =Vo,0∆Ig =Vo,0
Isco

1000
∆S (4.50)

This can be further modeled as [119]

∆Po

∆S
= Gs

1+ sTs
(4.51)

1 Grid connected Solar PV shown in Fig. 4.23, is controlled to deliver power to

1Rachakonda S.R. Akshay and Rajesh J. Abraham, "Load Frequency Regulation with Solar PV and
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Figure 4.24: Grid connected Solar PV

Table 4.4: Simulation Parameters for Solar PV

Simulation Parameters for Solar PV
Parameters Value
Open Circuit voltage 36.3 V
Short Circuit Current 7.84 A
Maximum power point Voltage 29 V
Maximum Power Point Current 7.35 A
Panels connected in series 10
Strings connected in parallel 40
Maximum Power 80 kW

Table 4.5: Simulation Parameters for Solar PV Grid

Simulation Parameters for Solar PV Grid
Parameters Value
Voltage 25 kV 25 kV
Transformer Size 100 kVA
Transformer Primary 260 V
Transformer Secondary 25 kV
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Figure 4.25: Temprature and irradiation

loads in conjunction with Grid Sources. Maximum Power Point Tracking control

tracks maximum power to deliver under varying temperature and irradiance. It is

important to note that the solar PV does not absorbs the active power from the grid.

The solar PV injects power during frequency drop which is depicted in Fig. 4.24. The

simulation parameters used for average switch modelling of solar PV is presented

in Table 4.4 and Table 4.5. A frequency error based proportional controller is used

that equalizes the power imbalance from Solar PV such that the system is further

linearized as

∆Po

∆ f
= KPV

1+ sTPV
(4.52)

The power output of the solar PV varies with solar irradiance and the temperature.

For the dynmaic model of solar PV the assumed solar irradiance and temperature is

presented in Fig. 4.25.

The power output from the solar PV decreases with increase in temperature, and

reduction in solar irradiance which can be seen from Fig.4.26. Solar PV power output

is unidirectional, the phase current and the grid voltage is presented in Fig. 4.27.

4.7 Conclusion

The mathematical model of VSC to control STATCOM, SMES, BESS and Solar PV

for LFC application has been discussed in detail in this chapter. The phase control

Battery Energy Storage System", International Journal of Power and Energy Systems, ACTA press,
39.1 (2019)
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Figure 4.26: Solar Power flow

Figure 4.27: Solar PV VSC output voltage and current
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method of VSC has been discussed in the first section. This method induces harmon-

ics of the order of 6m±1 into the system, that are difficult to filter. The next section

focuses on Sine PWM control of VSC, that has harmonics of the order of mF±nf that

are at the higher frequency end and easier to filter out.

In grid tied converter, a vector decoupled controller, can independently control the

active and reactive power injected into the grid. The dynamic control techniques

for active power in BESS and SMES are outlined in this section, while the dynamic

response of reactive power in STATCOM is also presented. The average switching

model solar PV that varies dynamically with temperature and solar irradiance is

presented in section 4.6.
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Chapter 5

Optimal Sizing and Placement of En-
ergy Storage and FACTS Devices

In this section we attempt to present optimal placement and size of Static Compen-

sator (STATCOM), Battery Energy Storage (BESS), Solar Photovoltaic (Solar PV). A

simplified technique to locate best voltage bus to place shunt reactive power compen-

sation, solar PV and Battery Energy storage is explained. The contingency analysis

reveal critical transmission lines connected between weak voltage buses. The weak

buses are potential sites for connecting shunt FACTS devices such as STATCOM to

improve voltage stability of a bus by reactive power compensation. A weak bus is

characterized as a load bus prone to voltage instability [120]. The weak bus in the

power system is an ideal location to place a shunt FACTS device.

However, in a large system with more than one weak bus, optimal location is

chosen such that the

• Objectives of Optimal location

– Minimize active power loss

– Minimum bus voltage deviation

– Minimum injected reactive power compensation.

• Objectives of Optimal sizing

– Maintain Power flow limit.

– Maintain bus voltage limit.

– Minimum investment cost.
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A case study of IEEE 9-Bus is presented in this section and small signal model is

simulated using Pandapower.

The problem of optimal placement of compensating devices is formulated as a

multi-objective problem which meets the above criteria.

5.1 Optimal Sizing and Placement in IEEE 9-Bus
System

Contingency analysis preview the security of the power system by simulating the

contingency events in advance and categorizing the state of power system as safe,

severe and critical [121], [122].

To execute contingency analysis, Load flow analysis is carried out after until each

line has been taken out of service once [123],[124]. The buses violating the voltage

limits are identified as weak voltage buses and the lines violating Power limits are

identified as weak lines. The load flow data for the analysis has been presented in

[125].

The size of compensating device is calculated to maintain system within power

and voltage limits. Compensating device is placed at weak buses and load flow anal-

ysis is carried out again. Active power loss and bus voltage deviation is calculated.

The case with minimum active power loss and voltage deviation gives optimal loca-

tion and size for compensating device. Fig. 5.1 shows IEEE 9-Bus system, where

bus 1 is the slack bus. While, bus 2 and bus 3 are the generator buses. bus 5, bus

7 and bus 9 are the load buses. buses violating the voltage limits given in (5.1) are

identified as weak buses.

Vmin ≤Vbus ≤Vmax (5.1)

At each weak bus, compensating devices are placed and the optimal bus location

is searched by evaluating power losses and size of reactive power compensation re-

quired. The reactive power source with no active power generation has been placed

at each weak bus using (5.2) and (5.3), it is found that bus 2 is the optimal location

to place STATCOM and bus 8 is the optimal for Solar PV and BESS that minimizes

active power losses. It may be inferred that the power loss in the IEEE 9-Bus sys-

tem is reduced with solar PV-BESS combination to 5.12 MW, whereas without solar

PV-BESS-STATCOM combination is 10.68 MW. Hence, 5.56 MW has been supplied

by solar PV and BESS. The reactive power demand at bus 2 has reduced from 78.94
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Table 5.1: Load Flow without Solar PV STATCOM BESS

bus V (pu) δ P (MW) Q (MVAR)
1 1.000000 0.000000 -77.680773 -2.438062
2 1.000000 -2.088319 -163.000000 -78.947813
3 1.000000 -2.556817 -85.000000 -11.050500
4 0.999598 -2.565539 0.000000 0.000000
5 0.982600 -6.670000 90.000000 30.000000
6 0.994772 -5.426918 0.000000 0.000000
7 0.957660 -9.550092 100.000000 35.000000
8 0.956101 -8.204944 0.000000 0.000000
9 0.794007 -22.569376 125.000000 50.000000

Table 5.2: Load Flow with Solar PV STATCOM BESS

bus V (pu) δ P (MW) Q (MVAR)
1 1.000000 0.000000 -68.120491 -22.957721
2 1.000000 10.086551 -163.000000 -8.324468
3 1.000000 5.103786 -85.000000 5.251542
4 0.987556 -2.277065 0.000000 0.000000
5 0.976089 -3.810932 90.000000 30.000000
6 1.004313 2.260974 0.000000 0.000000
7 0.988327 1.031750 100.000000 35.000000
8 1.000000 4.239400 -4.000000 -8.697111
9 0.959144 -4.093385 125.000000 50.000000

MVAR to 8.32 MVAR. The difference, 70.62 MVAR in the bus 2 has been compensated

by the STATCOM. Thus, the minimum size of solar PV and BESS is 5.56 MW and the

STATCOM is 70.62 MVAR. The load flow results before and after the compensation

are presented in Tables 5.1 and 5.2 respectively.

Ploss =
∑

Pgen −
∑

Pdemand (5.2)

Qsize = max(
∑

Qgen +
∑

(Qdemand)) (5.3)

For the assumed case it is found that

• bus 2 is found suitable for reactive power compensation for voltage support.
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Figure 5.1: Nine bus System weak buses

Weak LineIEEE 9 Bus

Figure 5.2: Nine bus system weak lines

80



• Active power compensation at bus 8 minimizes power losses.

5.2 Optimal Location and Sizing of Solar PV-BESS
and STATCOM in IEEE 57-Bus System with Ge-
netic Algorithm

The IEEE 57-bus system stands as a simplified yet representative model of an Amer-

ican Electric Power System (AEP) from the early 1960s. Designed as a benchmark

for power system analysis, it comprises 57 buses, 7 generators, and 42 loads as shown

in Fig. 5.3. The IEEE 57-Bus system finds widespread application in various power

system studies such as:

• Power Flow Analysis: Investigating the flow of active and reactive power through-

out the system to determine voltage magnitudes, angles, power losses, and line

flows.

• Contingency Analysis: Evaluating the system’s resilience against potential fail-

ures, such as line outages or generator trips, and its ability to recover from such

disruptions.

• Optimization Studies: Identifying optimal operating conditions for the system

to minimize costs, enhance efficiency, or improve reliability.

The IEEE 57-Bus system proves invaluable for power system engineers and re-

searchers, enabling them to develop, test, and refine power system analysis tools and

algorithms.

5.2.1 Sizing and Location of Solar PV and BESS

The N-1 contingency analysis (single line outage) is performed to identify the lines

that are overloading (>100 %) in IEEE 57-Bus system. The buses of the overloading

lines are potential candidates for solar PV and BESS grid integration. The active

power source is connected to the candidate buses and Genetic algorithm (GA) is uti-

lized to determine the optimal size of active power source for the selected buses,

aiming to minimize active power loss [126]. The objective function for minimizing
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Figure 5.3: IEEE 57-Bus system [8]
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Figure 5.4: Line loading of base network

the active power loss is given as

JsolarPV ,BESS = Ploss (5.4)

The base IEEE 57-Bus system without STATCOM, solar PV and BESS in Fig. 5.4.

The histogram plot in Fig. 5.4 shows the number of lines in y axis vs. the line

loadings as a fraction of line’s own capacity in x axis. It can be seen that two lines

are loaded to their maximum capacity in this case.

The optimal location and size for the solar PV and BESS to minimize the ac-

tive power losses is found to be Bus 7 and 130 MW. The plot of objective function

(JsolarPV ,BESS) to the number of iterations is shown in Fig. 5.5. The minimum losses

and the peak line loading reduced due to the inclusion of active power source to 0.85

as presented in Fig. 5.6.

5.2.2 Sizing and Location of STATCOM

To identify the weak voltage buses, N-1 contingency is carried out. The buses with

voltage magnitudes below 0.95 p.u. are considered weak voltage buses [127]. The

weak voltage buses are prioritized location for STATCOM integration.
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Figure 5.5: Objective functions (active power loss) vs No. of iterations of GA

Figure 5.6: Line Loading of IEEE 57-Bus system with Solar PV and BESS
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Figure 5.7: Bus Voltages for base IEEE 57-Bus network

The objective function to minimize using GA is given as below

JST ATCOM = |(1−µVBus +0.5σVBus)| (5.5)

where µVBus , is the mean of bus voltages and σVBus is the standard deviation of bus

voltages. The fitness of each configuration is estimated by the objective function

value (voltage deviation).

The base network bus voltages is presented in Fig. 5.7. The minimum bus volt-

age is improved with 50 MVAR STATCOM at Bus 33, and shown in Fig. 5.8. The

convergence of objective function to the number of iterations using GA is given in

Fig. 5.9.

5.3 Conclusion

This chapter attempts to select optimal location for placement of energy systems such

as solar PV, BESS and STATCOM, while focusing on the impact of energy systems on

the IEEE bus system. In section 5.1, IEEE 9-Bus system, small system is considered.

In this case it is expected to observe the impact of energy storages more significantly

as compared to their impact on a larger system. Contingency Analysis conducted

show that Bus 2 is optimal location to place STATCOM and Bus 8 is optimal for solar
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Figure 5.8: Bus Voltages for IEEE 57-Bus network with solar PV, BESS and STAT-
COM

Figure 5.9: Objective functions (voltage deviation) vs No. of iterations of GA
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PV-BESS in an IEEE 9-Bus system.

The sizing and optimal location study for energy storages and STATCOM is carried

out in section 5.2 for IEEE 57-Bus system using GA. The size of active power source

(solar PV and BESS) is found to be 130 MW to minimize active power losses to 18

MW. The STATCOM of size 50 MVAR is found to be suitable at Bus 33 for minimum

voltage deviation.
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Chapter 6

Conclusion and Future Work

Load Frequency Control is used to maintain frequency within the desired range by

balancing load and generation in real time. In literature, three levels of control are

generally used to achieve frequency controlled ancillary services, primary frequency

control (5 sec to 10 sec), secondary response (10 sec to 10 mins) and tertiary fre-

quency control requires response period of 10 mins to 30 mins. This thesis presents

some improved results on LFC study of conventional and restructured power sys-

tems emphasizing on integration of FACTS devices, energy storages and Solar PV.

LFC models with reheat thermal power generation have been proposed. The results

are summarized in following sections.

6.1 Mathematical modeling and LFC of power sys-
tems

Mathematical modeling of the two area power system, interconnected power system

with STATCOM, SMES, BESS and Solar PV are presented for LFC study. The par-

ticipation of the STATCOM, SMES, BESS and Solar PV for frequency regulation in

a control area is modelled as linear time invariant first order model. The mechan-

ical input of the generating unit is governed by the Area Control Error. Genetic

Algorithm has been implemented to find optimal controller gains to minimize area

control error. This work also present technical concerns inherent in LFC in inter-

connected power systems, which have arisen because of the ongoing deregulation

being experienced by electric industries around the world. Deregulation has led to

the emergence of private entities such as generation companies (GENCOs) which

sell energy and distributed companies (DISCOs) purchase electricity from GENCOs
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competitively. An independent system operator (ISO) is responsible for providing

LFC in each control area and maintain scheduled tie line power contracted from the

competitive power market. Furthermore, transmission companies (TRANSCOs) in

large interconnections allowed access to the transmission networks. Consequently,

the number of inter area power contracts between GENCOs and DISCOs have in-

creased.

6.2 LFC of conventional power systems

LFC of conventional two area interconnected power systems has been studied using

GA based control. The non-reheat and reheat turbines are taken to demonstrate the

application of STATCOM-SMES combination and Solar PV - BESS combination for

LFC of interconnected power systems. The dynamic responses are obtained for two

area interconnected power systems considering thermal non-reheat turbine and ther-

mal reheat turbine generating units. The integral control is presented that uses less

number of states, as feedback to calculate ACE and thereby reducing the controller

cost and complexities. LFC scheme is presented for power systems with multi source

power generation. The effect of GRC on dynamic response is discussed. The critical

examination of dynamic responses reveals that GRC results in increased peak over-

shoot, however settling time remains same for this particular power system model.

The controller gives satisfactory dynamic responses for turbines considering GRC. It

shows that GA is able to accommodate the effect of GRC also. Investigations reveal

that it is better to prefer the medium value of R i.e. 2.4 MW/Hz with corresponding

optimum controller gains to provide better dynamic response of LFC for the proposed

system. The dynamic responses are obtained for 10% step load perturbation. The

simulation results show that proposed control strategy is very effective and guaran-

tees good performance. In fact, this method provides a control system that satisfies

the load frequency control requirements with a credible dynamic response. Similar

results were obtained when the analysis was extended to multi unit multi area ther-

mal system. A combination of Solar PV and BESS has been analysed to improve

the frequency of an interconnected power system following a sudden load demand.

A linear incremental model of PV and BESS has been shown to improve the perfor-

mance of AGC of two area interconnected power system. The power generated from

Solar PV is stochastic, BESS is used to level the output power of Solar PV. Simu-

lation studies carried out in MATLAB validate that the proposed combination can
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effectively improve the system frequency in the wake of sudden load disturbances.

6.3 LFC of power systems considering STATCOM

The role of ancillary services is to provide support for the transmission of power while

maintaining reliable operation, power quality and grid safety. As per Indian electric-

ity grid code, ancillary services are services necessary to support power system or

grid operation in maintaining power quality, reliability and security of the grid. An-

cillary services may include scheduling and dispatch, frequency regulation, voltage

control, generation reserves etc. An attempt is made to study the the dynamic perfor-

mance of LFC of the power systems considering STATCOM at tie lines. A simple but

practical controller is used to improve the dynamic response of LFC system in the the

new power system environment. The integral controller performs well for the power

system with STATCOM and energy storage, giving better dynamic responses having

relatively smaller peak overshoot and lesser settling time with zero steady state error

as compared to the power system considering AC tie line only. The dynamic response

of the system with STATCOM is improved significantly with the percentage reduc-

tion in the peak overshoot of ∆ f1 , ∆ f2 and ∆Ptie12. Dynamic responses are obtained

for step load perturbation of 10% which satisfy the LFC requirements. The simula-

tion results show that proposed control strategy considering STATCOM at tie line is

very effective and guarantees good performance. Further, the GA based integral con-

troller is proposed to control generating units and STATCOM which in turn controls

the tie line power flow. The proposed controller for the power system with STATCOM

gives better dynamic responses having relatively smaller peak overshoot and lesser

settling time with zero steady state error as compared to the power system without

STATCOM. The dynamic response of the system with STATCOM is improved signif-

icantly with the percentage reduction in the peak overshoot of ∆ f1 , ∆ f2 and ∆Ptie12

and the settling time. Dynamic responses are obtained for load disturbance 0.1 pu

MW. Simulation results show that the due to the presence of STATCOM, the dynamic

performance in terms of settling time and peak overshoot is greatly improved. The

system with STATCOM is capable of damping tie line power deviations more effec-

tively under load perturbations. The simulation results show that proposed control

strategy considering STATCOM is very effective and guarantees good performance.
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6.4 LFC in restructured power system environment

A new model of two area interconnected power system with STATCOM-SMES in

restructured power system environment is proposed. Modified LFC scheme is pre-

sented in restructured power system environment. A state space model of the pro-

posed power system in restructured power system environment is utilized for con-

troller design considering all the interface variables like control area frequencies,

tie line power and all other possible contracts between GENCOs and DISCOs. An

extensive analysis is done for LFC scheme considering bilateral contract, unilateral

contract and contract violation. It is found that in all the cases, the area frequency er-

ror becomes zero in the steady state which satisfy the LFC requirements. It is found

that actual values of generations and tie-line power exchanges of GENCOs obtained

by MATLAB Simulink model of the power system are matching with the correspond-

ing calculated values. Thus, the proposed LFC scheme is suitable in restructured

power system environment.

6.5 Suggestions for further work

• The price based LFC mechanism for deregulated power system can be modelled

using reinforcement learning.

• LFC study may be extended for various energy sources such as combined cycle

gas turbine and pumped storage hydro power plants.

• Artificial Intelligence and Machine Learning based forecasting can be imple-

mented to improve LFC.

• In the hierarchical structure, a centralized controller performs LFC by oper-

ating the local area controllers. The centralized controller does not directly

control any generation resource to perform LFC functions in its area with re-

spect to adjoining control areas, but computes the ACE of all control areas to

generate a corrective signal that is given as a input signal to ISO. It would be

an interesting future work to investigate LFC, where reference to local con-

troller within a control area is given by a centralized controller considering

competition in market, load forecasting and machine learning methods.
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