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Abstract

Extending temperature measurement range, and sustaining the system performance is an
important requirement for Rayleigh lidar remote sensing of the atmosphere. Power aper-
ture product enhancement is one way to achieve the desired measurement range. The sec-
ond way is the Dictionary Learning approach. This work aims to retrieve atmospheric
temperature profiles using denoised photon counts using the penalized maximum likeli-
hood Dictionary Learning technique. The proposed algorithm for temperature retrieval
provides an acceptable level of temperatures at higher altitudes and reduces the Standard
Error(SE) in temperatures. In the proposed method, uncertainties in temperature profiles
are estimated using Monte Carlo Simulations. The observational data for evaluating the
proposed algorithm was acquired with the help of a Rayleigh Lidar System at the National
Atmospheric Research Laboratory, Gadanki, India. It has been measured that the SE of
the temperatures retrieved get reduced by 5K at the altitude of 84 km and the measurement
range has been extended by 6 km.

The Atmospheric Gravity Waves are studied based on temperature perturbations ob-
tained from the measurements of Rayleigh Lidar. Background sources must be removed
when studying gravity waves. In the analysis of Gravity Waves from temperature pertur-
bations derived from Rayleigh Lidar, the presence of wind in the horizontal plane causes
the frequency spectrum to shift and power spectral density get change than the actual. A
methodology named Multi-Resolution Dictionary Learning combined with Instantaneous
Frequency Estimation is proposed for removing background wind effects in both the tem-
poral and spatial domain for analyzing the behavior of Atmospheric Gravity Waves accu-
rately. An in-depth study on the seasonal changes of frequency shift due to background
wind is discussed.

The temperature perturbations without the presence of background wind are used to
detect Gravity Wave breaking. Middle atmospheric circulation is heavily influenced by the
Atmospheric Gravity Waves. Gravity Waves get trapped at the altitude where their horizon-
tal phase speed is equal to the horizontal background wind speed, causing a critical layer
to form. We focus on the mesosphere(50-90km), where Gravity Waves get attenuated due
to non-linearity. To enhance the study of Global Circulation, Kernel functions are included
for the first time in Deep Dictionary Learning techniques. As a result of the introduction
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of Kernel functions in Deep Dictionary Learning, it is possible to detect sudden tran-
sient events, like the breaking of a Gravity Wave. It discusses how Deep Kernel Dictionary
Learning techniques can detect Gravity wave-breaking events and the false detection rate
of those events.
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Chapter 1

Introduction

The present thesis is on the development of Dictionary Learning Algorithms for solving
problems in the Lidar Remote Sensing of the Atmosphere. In this work, we will take
the advantage of Dictionary Learning, Deep Learning, Kernel approximation, and Adap-
tive signal processing techniques to study and analyze the Gravity Wave Breaking events
leading to turbulence from the temperature perturbations obtained using the Rayleigh Li-
dar System. As a first step before analysing wave breaking, one must eliminate all the
contributions of other sources of wave energy such as horizontal background wind and
planetary waves, Rossby waves, etc. In the present work, we formulate the diagnostic
metrics that ensure background wind is successfully removed. We eliminate other wave
sources present in the temperature perturbations using the filtering techniques or by using
the wavelet decomposition using the Multi-Resolution Analysis technique. The Dictionary
Learning approach addressess problems faced during the analysis of the Wave Breaking.
The purpose of this paper is to examine the Rayleigh Lidar temperature profiles for solving
the research problem. We also use ground based observational data from GPS Radiosonde,
Meteor Radar(MR), and also data from Earth Observation Satellites for validation in order
to end the existing research gaps.

The present work attracts readers from the areas of Applied Machine Learning, Adap-
tive Signal Processing, Instrumentation, Remote Sensing, and Atmospheric Science.

1.1 Research Problem

Following below are identified research gaps in the existing scenario and are solved using
the Dictionary Learning approach.

• Problem 1: The acceptable measurement range of the Rayleigh Lidar System has
gone down from 80km at the time of installation in 1991 to 75km in the present
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year. Adaptive signal denoising algorithms and new methods for retrieval of temper-
atures are needed to achieve a high Signal to Noise Ratio (SNR) and a low value of
uncertainty at higher altitudes respectively.

• Problem 2: It is essential to remove all sources present in the background in the
analysis of Atmospheric Gravity Waves. The presence of the horizontal background
wind in the analysis of Atmospheric Gravity Waves has the effect of triggering in-
stabilities and these instabilities are interpreted as Atmospheric Gravity Waves. The
presence of background horizontal wind makes Gravity Wave’s intrinsic frequency
to shift(Doppler Shift) more from the actual. To address the mentioned problem,
we proposed the “Multi-Resolution Dictionary Learning" to address the mentioned
problem to separate the background wind effect by promoting sparsity and by using
the Instantaneous Frequency Estimation technique.

• Problem 3: To enhance the study of turbulence, we must study the breaking of
Gravity Waves. For the analysis of wave breaking, we require both zonal and merid-
ional wind velocity components, where the measurements are sparse between altitude
30km and 80km . Here we propose the “Deep Kernel Dictionary Learning technique"
that will be capable of identifying the wave breaking features directly from the tem-
perature perturbations without the need for the Wind velocity components.

In overall solving all the problems using the Dictionary Learning approach enhance the
study by eliminating background effects such as Gravity Wave breaking, and Turbulence
that play a major role in Global Circulation.

1.2 Dictionary Learning Approach to Research Problems

The Dictionary Learning approach has addressed the above mentioned problems. The de-
tailed procedure on how Dictionary Learning can solve the problems is explained in the
individual chapters. The approach to solving the mentioned problems is explained below:

1. Solution to Problem 1:The first task is to denoise the photon-count profiles using
Dictionary Learning via thresholding. A temperature retrieval algorithm using Penal-
ized Maximum Likelihood Estimation is proposed that has less uncertainty at higher
altitudes. The contribution of various sources to uncertainty in the proposed tem-
perature retrieval algorithm is estimated using synthetic data and Monte-Carlo Sim-
ulations. The interesting result is that we have got an extension in the acceptable
measurement range of the Rayleigh Lidar System.
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2. Solution to Problem 2: The solution to the problem is to formulate a methodol-
ogy that eliminates the impact of other sources from the analysis for gravity wave
data. The temperature perturbations are decomposed into different resolutions us-
ing wavelets. Our objective is to reduce the impact of the background horizontal
wind component of the Gravity Wave frequency spectrum and wavenumber spec-
trum. Here we employ multi-resolution dictionary learning to promote sparsity to
remove the effect of background horizontal wind on the wavenumber spectra and the
Instantaneous Frequency Estimation (IFE) technique to reduce it in the frequency
domain.

3. Solution to Problem 3: After eliminating ambient horizontal wind component from
temperature perturbations, they are the most appropriate for the analysis of Wave
breaking events that lead to the turbulent atmosphere. Here we propose an algorithm
suitable to detect wave breaking features from temperature perturbations without the
actual need for Wind velocity profiles. Detection of wave breaking events is based
on incorporating Kernel functions into Deep Dictionary Learning. This algorithm’s
potential is explained in comparison with existing feature extraction algorithms and
validated by using Rayleigh Lidar and meteor radar.

1.3 Outline of Thesis

The present chapter gives brief information about the existing research problems in Li-
dar remote sensing of the atmosphere, especially the middle atmosphere (30km to 80km)
region.

Chapter 2 gives detailed information on the instruments and data used in the thesis,
information on the scattering of light by the atmosphere, mathematical formulation of re-
ceived back-scattered power density, and its dependency on laser pulse energy. It also
defines the standard definition for the calculation of Signal to Noise Ratio, and uncertainty
in the temperature retrieved in using the algorithm Chapter 2 also describes methodologies
for the calculation of temperature perturbations and interpretation of characteristics of the
Atmospheric Gravity Waves from density, temperature and velocity perturbations.

Chapter 3 gives a detailed explanation of the implementation of Dictionary Learning
and Deep Neural Networks. It gives information on the formulation of the optimization
problem for the given task by adding constraints for single and multi-level parameters. The
various performance metrics for the evaluation of proposed algorithms are defined clearly
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in this chapter. Discussions regarding the selection of optimal bandwidth for kernel Density
Estimates is clearly defined.

Chapter 4 provides information about the application of Dictionary Learning with Pe-
nalized Maximum Likelihood for reducing the uncertainty in the temperatures retrieved
at higher altitudes. The method used for temperature retrieval and its uncertainty budget
in the temperature profile, which is discussed in this chapter, are presented. This chapter
discusses how to improve the acceptable measurement range.

Chapter 5 is about the temporal and spatial representation of temperature profiles in
multi-resolutions. It discusses both the temporal and spatial methodology for removing
background winds. This chapter also discusses seasonal variations in the frequency of
Gravity Waves caused by Doppler shift. The proposed methodology of removing the back-
ground wind effect helps to investigate and study Global Circulation more effectively.

Chapter 6 is about the introduction of kernels to Deep Dictionary Learning for the
detection of sudden transient events. The chapter discusses the application of Deep Kernel
Dictionary Learning to the detection of Atmospheric Gravity Wave breaking events. A
case study on the detection of Gravity Wave breaking events is used to discuss performance
metrics, detection rate, and false detection rate.

Chapter 7 is on the detailed implications of the Dictionary Learning technique on im-
provement in the acceptable measurement range, removal of background wind effects, and
detecting Gravity Waves breaking.

1.4 Summary

1. A clear road map to the existing research problems in Rayleigh Lidar remote sensing
of the Atmosphere is discussed.

2. All the research problems are explained and approaches to solve them using Deep
Learning, Dictionary Learning, and Kernel theory is explained.

3. The approach to solution of research problems is explained in detail in each Chapter.
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Chapter 2

Instrumentation and Data

2.1 Light Scattering in the Atmosphere

The scattering of light is classified into Elastic and In-elastic scattering. Elastic scattering
processes conserve kinetic energy of particles in their center-of-mass frames, while chang-
ing scattering direction. In elastic scattering, Linear Energy Transfer (LET) occurs when
incident particles achieve the same speed and energy as their surroundings. While in the
In-elastic scattering, the total Kinetic energy is not conserved. When the incident particle
scatters inelastically, some of its energy can be lost or increased. Photons that undergo
inelastic scattering lead to Raman scattering . The phenomena of in-elastic scattering is
observed if the interaction is among electron and a photon. In addition, the electron gives
energy to a photon when it collides with an electron with relativistic energy. Irreversible
Compton scattering is the result of this process.

2.1.1 Rayleigh Scattering and Mie Scattering

Interaction of laser pulses with the atmosphere can be treated as Rayleigh scattering if
the atmospheric height is between 25kms to 80kms and Mie-Scattering if the atmospheric
height is between 0kms to 25kms.

Rayleigh Scattering: In atmospheric science, the Rayleigh scattering is elastic scatter-
ing of light by atoms or molecules where the wavelength is much shorter than that wave-
length of the radiation. Electric polarizability of particles causes Rayleigh scattering, which
is a parametric process. Radiation from the polarized particles appears as scattered light
because they act as small radiating dipoles.

x = 2πr/λ (2.1)
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The size of the particle is often characterized by equation (2.1) where x=size of the particle;r=characteristic
length(radius);λ=wave length of light. For Rayleigh scattering the value x <1.

Mie-Scattering(x ≥ 1): In Mie theory, the ratio of diameter of particle to wavelength
are greater than unity in case of scattering by clouds and haze. Mie scattering in the at-
mosphere is caused by smoke, pollen, dust, and microscopic water droplets. As particles
get larger in size at lower altitudes, Mie scattering occurs. When particle diameters are ap-
proximately equal to wavelengths, Mie scattering is dominant at altitudes between 4.5 and
25 km in the atmosphere. For large particles, Mie scattering theory converges to geometric
optics’ limit.

2.2 Lidar Sensing of Atmosphere

Light Detection and Ranging(Lidar) works similarly to Radio Wave Detection and Rang-
ing(Radar). The transmitted Electromagnetic (EM) signals are reflected back, attenuated,
and recorded in terms of photon counts by a variety of atmospheric components, such as
gaseous molecules, aerosols, water vapor, and ice crystals. The received photon counts
are used for interpreting the atmospheric changes, and for characterizing the atmospheric
waves. In addition, Lidar system studies various aspects of the atmosphere based on the
wavelength. This is the primary advantage of Lidar systems over radar systems.

In an elastic scattering process, back-scattered photons have the same wavelength and
energy as incident photons. The wavelength selection is dependent on probing the required
altitude of the atmosphere, the molecules, and the aerosols. Up to 25 km altitude, Mie
scattering is dominant, and it is associated with atmospheric aerosols. The elastic scattering
phenomena are dominant in the atmosphere. As a result of the interaction between a photon
and an electron in an elastic scattering process, the electron gets excited to a high energy
unstable state when it interacts with a photon. In order to return to its initial state, the
excited electron emits a photon that has a wavelength equal to that of the incident photon.

2.2.1 Lidar System

As shown in Figure 2.1, a Lidar system is briefly described, and in particular the Lidar sys-
tem at National Atmospheric Research Laboratory, Gadanki, India as shown in Fig. 2.2. In
contrast to detection systems like Radar, Sodar and Lidar use high-energy short laser pulses
that are collimated together to have a good spatial resolution. In Lidar, there are three parts:
the transmitter, the receiver, and the detector. Into the atmosphere, the transmitter emits a
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pulsed beam of high intensity from a laser. As the laser pulse hits molecules or particles
in the atmosphere, it gets back-scattered. Using a telescope, the receiver collects the back-
scattered signal and focuses it on the Photo Multiplier Tube (PMT), which transforms it
into an electrical signal.

Alternatively, there is a photon counting method that uses a photon counting mode.
Signal to Noise Ratio (SNR) decreases as a function of the square root of altitude. A near-
field spatial resolution is maximized in an analog system while a far-field spatial resolution
is minimized. Comparatively, to analog mode, the returning photons are recorded over
long periods of time using photon counting mode as described in [1]. The photon counting
technique is very effective if we want to detect signal from higher altitudes that have low
signal strength. Through pulse height discriminators, signals are separated from noise in
the photon counting technique, allowing high-precision measurements having a Signal-
to-Noise Ratio (SNR) higher than in analog mode. Digitizers convert analog signals into
digital signals, which are recorded by the photon counting data acquisition system based
on distance from the Lidar.

Laser 
Source

Beam 
Expander

Telescope
Discriminator

And
Thresholding

Recording 
of the 
Photon 
count

Figure 2.1: Schematic block diagram of Light Detection and Ranging System

2.2.2 The Rayleigh Lidar System at NARL

The Rayleigh Lidar at National Atmospheric Research Laboratory (NARL), Gadanki (13.50N,
79.20E), India operates with a wavelength of 532nm at 600mJ of energy per pulse with
Pulse Repetition Rate (PRR) at 50Hz. The receiving system consists of a Newtonian-type
telescope with a diameter of 750mm and a Field of View of 1mrad. A Photo Multiplier
Tube (PMT) is connected to the focal point of the telescope to convert light into electric sig-
nals. PMT output is fed to the pulse discriminators. The output of the pulse discriminator
is fed to electronic boards(Multi-Channel Scaler) for acquiring data by counting photons.
During data acquisition, the PMT used is Hamamatsu R3234-01. The photon-counting
technique is implemented by a Multi-Channel Scaler with a maximum counting rate of
100MHz. The Rayleigh Lidar system includes two channels, namely a high sensitivity
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channel and a low sensitivity channel for extending the dynamic range of the system. The
low sensitivity channel is meant for collecting back-scattered signals from lower altitudes
(< 50km) and the high sensitivity channel is for higher heights (> 50km). The two chan-
nels have two PMTs with the same specifications and their gains are in the ratio of 9 : 1

respectively. In the present analysis, temperature profiles of the two channels were merged
in the height region between 45km to 55km.

Figure 2.2: Configuration Of The Rayleigh Lidar System at National Atmospheric Re-
search Laboratory, Gadanki, India.

2.2.3 Lidar Equation

In the present section, the relationship between the back-scattered photons and atmospheric
density is derived. The expression is derived based on the following three assumptions:

1. Each photon has only one scattering event.

2. The pulse width is shorter than the trigger pulse used to trigger the data acquisition
system.

3. There is a constant number of back-scattered molecules or atoms in the atmosphere
per range bin (∆z).
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Table 2.1: Transmitter and Receiver specifications of Rayleigh Lidar System at NARL,
Gadanki

Transmitter Specifications
Quantity Value Units

Energy Per Pulse 600 mJ
Pulse Width(t) 7 nsec

PRF(1/T) 50 Hz
Wavelength(λ) 532 nm
Resolution(∆z) 300 m

Beam Divergence 0.1 mrad
Receiver Specifications

Beam Divergence 1 mrad
Telescope Geometry Newtonian

Diameter 750 mm
Field of View 1.0 mrad

Data Acquisition System
Type Single Photon Counting

Model EG & G Ortec,MCS-Plus
Maximum Counting Rate 100 MHz

Dwell Time 2 µsec

N(zi) = N0AK0Kq
τ 2(z0, zi)

4π(zi − z0)2

[
nr(zi)βr + nm(zi)βm(zi)

]
∆z +B(zi) (2.2)

Based on these assumptions, the mathematical expression for Lidar back-scattered sig-
nal is given by (2.2), where zi is the ith altitude, N(zi) represents photons detected from
back-scattered light, ∆Z is the altitude distribution, zi, N0 is the photon count per laser
pulse, ‘A’ represents aperture area, K0 denote optical efficiency, Kq represent the quantum
efficiency of the Photo-Multiplier Tube, τ(z0, zi) transmission coefficient of atmosphere,
nr(zi) and nm(zi) are the air molecule and the aerosol concentrations respectively, βr and
βm(zi) represent the Rayleigh and Mie back-scatter cross-sections respectively, and B(zi)

is the background count.

2.2.4 Ascertaining Atmospheric Density Profile Using Lidar Counts

The equation(2.2) is a generalization of the relationship between back-scattered photons
and atmospheric density applicable for all types of scattering phenomena, and can be re-
duced to simpler form depending on scattering process. When Rayleigh scattering occurs,
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the transmittance parameter is constant, whereas when Raman scattering occurs, the trans-
mittance varies by the wavelength of the back-scattered photon. Dark counts and back-
ground noise, are considered to be measured between 120 km and 147 km altitude.

ρ(zi) = C
(
N(zi)−B(zi)

)
(zi − z0)2 (2.3)

After subtracting the noise counts, the Lidar equation (2.2) reduces to equation (2.3),
considering all other atmospheric parameters to be constant. The atmospheric density (ρ) as
a function of altitude is given by equation 2.3, where zi is the ith altitude, N(zi) represents
photons detected from back-scattered light, B(zi) represents background photon-count at
ith altitude, C represent a constant that considers all parameters of Lidar system, and z0 is
the seed altitude from where the downward integration of density profile will be initiated.

The atmospheric pressure profiles are obtained using equation 2.3 and the ideal gas law.
From the pressure profiles, temperature profiles can be derived. As density and pressure
terms occur in ratios, all that is required for retrieval is a relative density profile.

2.2.5 Photon Count Uncertainty

The Rayleigh Lidar System measurements consist of two types of uncertainties: systematic
and random. The systematic uncertainties include assumptions in defining parameters such
as the accuracy of acceleration due to gravity with altitude, using hydro-static equilibrium
conditions or an atmosphere behaving as an ideal gas. In addition to systematic uncertain-
ties, signal counts left after subtracting the background component from Lidar measure-
ments and the selection of backscatter-to-extinction ratios are also considered systematic
uncertainties. The Poisson distribution characterizes the random uncertainties associated
with the photon counting process. In this section, we address the systematic uncertainties
associated with photon counts.

There are two main uncertainties in the measured photon count profile: nonlinear count
correction and random uncertainty. At the bottom of each channel, non-linear correction is
large where the count rate is high. The SNR is low at higher altitude as the atmospheric
density exponentially decreases with altitude. The time integration techniques (Pulse av-
eraging or co-adding the pulses) are often used to improve the SNR. The time integrated
profiles have large SNR. The time integration technique has the draw back of providing
low spatial resolution. In Lidar measurement systems, where the back-scattered collection
of photons is through photon counting mode, the statistical uncertainty is dominant and
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follows Poisson distribution.

σ =

√
N

N
(2.4)

where σ is the standard deviation of the random process, N is the number of counts. Taking
the number of counts as a measure, we can determine the standard deviation using (2.4).
From the equation 2.4, it can be inferred that when N is higher, the statistical uncertainty
decreases and can be analyzed with respect to photon count profile.

2.2.5.1 Problems in retrieving the temperature profiles

Temperature retrieval is limited by the seed pressure value in the HC method as reported in
[2]. For the ideal gas law to be applied, first an absolute pressure that is hydro-statistically
balanced must be generated. In spite of the uncertainty in seed pressure, changes in seed
pressure will shift pressure profiles parallel by ∆P . The temperatures profiles retrieved at
higher altitude has most uncertainty. It was reported in [2] that, when there is an uncertainty
of 15% for seed pressure, the uncertainty for retrieved temperatures falls below 2%, 15 km
lower than the top altitude, and less than 1%, 5 km lower than the top altitude. At high
altitudes, this problem arises irrespective of altitude. In using the HC method [2] data
must be discarded even when working with the middle atmosphere (20km-50km) or upper
atmosphere (50km-100km). At higher altitudes, another issue arises due to the increasing
rarefaction of the atmosphere. A seed temperature (Tseed)value can also be determined at
the top of the atmosphere, in order to initiate the algorithm described in [2].

2.3 Signal To Noise Ratio

To calculate SNR for this study, we used equation 2.5.

SNR =
S√

S + SBackground

(2.5)

where S is the number of back-scattered photons, and SBackground represent the background
noise photon count. The background count is the average of all photon counts at 150km to
300km altitude. The various sources that contribute to the noise photon count are given in
Table. 2.2.
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Table 2.2: Kinds of noise related to Lidar Measurement

Kinds of Noise Physical Mechanism
Quantum Noise Statistical Fluctuations of signal radiation
Radiation Noise Statistical Fluctuations of background radiation

Dark current Noise1 Thermal generation of carriers without optical signal
Thermal Noise Thermal agitation of current carriers

2.3.1 Coadding Photon Count Profiles To Increase SNR

The data with SNR < 3 are rejected during raw count correction as a preprocessing step.
As a result of co-adding spatial and temporal data, the established method sacrifices some
spatial and temporal resolution to increase SNR.

µ(X1 +X2 + ....Xn) = µ(X1) + µ(X2)....µXn (2.6)

σ(X1 +X2 + ....Xn) = σ(X1) + σ(X2)....σXn (2.7)

SNR =
mean

Standard Deviation
=
µ

σ
(2.8)

Assuming that there are M samples per night, the SNR will be given by (2.9).

SNR =
Mµ

σ
√
M

(2.9)

Integration of photon profiles improves the SNR as represented in equation (2.8). In
statistical theory, the mean(µ) and variance(σ2) of the sum of ‘n′ randomly distributed
variables given by 2.6 and 2.7 respectively. Depending on the tolerance limits, the SNR
limit varies. Thus the SNR increases by

√
M , and for improvement in Signal to Noise

Ratio, co-adding data are generally used in conjunction with conventional data retrieval
methods.

2.3.2 Upper Altitude Limit of the Rayleigh Lidar System

A long time ago, Rayleigh Lidar was believed to be able to measure the temperature pro-
files of the atmosphere up to a radius of about 90km or 100km. However, above this
region, the technique becomes invalid since atmospheric composition changes affect the
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basic assumptions that underpin Rayleigh Lidar, causing it to fail. The unique capability
of Rayleigh Lidars to measure the backscatter from well above 100km makes it particu-
larly important to study how atmospheric composition affects the derived Rayleigh Lidar
temperature profiles. An NRLMSISE-00 model was used to simulate Lidar signal (photon-
count) profiles, incorporating changing atmospheric composition, to analyze biases and
errors associated with extending Rayleigh Lidar temperature measurements above 100km.
The effect of altitude on atmospheric composition has also been investigated for biases.

Based on simulations in [3], Rayleigh Lidar’s upper altitude limit appears to be more
dependent on seed temperatures and pressures than on atmospheric composition. The stan-
dard Rayleigh Lidar technique is relatively insensitive to atmospheric composition changes
with altitude if its temperature retrieval algorithm is started at 110 km or below (bias typi-
cally 0.1 K). Initializing the Rayleigh Lidar algorithm with a small seed value is the limit
to extending Rayleigh Lidar temperature measurements. Seeding temperature uncertain-
ties are likely to be much greater than uncertainty in atmospheric composition uncertain-
ties unless there are independent, coincident, accurate measurements at the integration start
altitude.

2.3.3 Spatial and Temporal Resolution

A spatial resolution is a measure of how much spatial detail an observation contains,
whereas a temporal resolution is the amount of time it would take to revisit and acquire
the same data. NARL’s Rayleigh Lidar system was used to acquire the data used for this
study. The data was acquired with a spatial resolution of 300m, and a temporal resolution
of four minutes.

2.4 The Vertical Structure Of Atmosphere

Gases, solids, and liquid particles make up the Earth’s atmosphere. There is no clear limit to
the upper limit of the atmosphere, but gaseous materials extend several hundred kilometers
above the earth’s surface. Although the upper limit of the atmosphere is not well defined,
gaseous materials can be found several hundred kilometers above the ground. More than
99 percent of the earth’s atmosphere is contained within the first 80 km of the atmosphere.

Atmospheric properties include thermal properties, chemical composition, electrical
attributes, and density which are often divided into vertical layers. A change in one of these
physical properties defines a new layer in the atmosphere, which determines the vertical
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structure. The stratosphere, troposphere, mesosphere, and thermosphere are the four layers
of the atmosphere. A tropopause, a stratopause, a mesopause, and a thermopause are each
named after the top altitudes of these layers, as shown in Figure 2.3.

Atoms and molecules in the atmosphere are measured in terms of their density per unit
volume. There is no fixed arrangement of molecules in air, and they can move at random.
A unit of mass can contain any amount of mass, so air density can fluctuate. Altitude
and air density are not linearly related because atmospheric gases are compressible. When
air molecules are subjected to gravitational acceleration over a surface, the pressure in the
atmosphere is determined.

Generally, sea-level pressure on Earth is 1011hPa without considering the local vari-
ability. The pressure decreases with increasing height in the same manner as the density of
dry air.A pressure of 500 hPa corresponds to approximately half of the atmosphere below
5.5km. Nearly 90% of the atmosphere lies below 16km and has a pressure of 100 hPa. In
terms of thermal characteristics, the explanation of the structure of the atmosphere is more
complex. Interactions between atmospheric gases and radiant energy from the Sun and
Earth determine the vertical temperature profile. The troposphere extends to about 12km
from the surface and is the first layer of the atmosphere. Radiant energy exchanges with the
underlying surface determine the troposphere’s temperature. As a result, the troposphere’s
temperature decreases with height at an average rate of 6.5oC/km, a measurement referred
to as a normal lapse rate. There is an isothermal layer at the top of the troposphere, the
Tropopause, where the temperature does not change with altitude. According to latitude
and season, the tropopause occurs at heights ranging from 9km to 16km. The stratosphere
lies above the tropopause. The isothermal layer in the stratosphere allows temperatures
to increase with height. A temperature rise is caused by an increase in the concentration
of ozone molecules (O3) at altitudes between 15km and 30km above the surface of the
planet. Stratosphere temperature is increased by UV solar radiation absorbed by the ozone
molecules. At an altitude of 50km, the Stratopause, the transition point from Stratosphere
to Mesosphere, ends the stratospheric warming. The Mesosphere experiences the coolest
temperatures, which range from 140K to 183K at 80 km above the Earth’s surface. Tem-
peratures in the Mesosphere rapidly decrease with height. A mesopause, which divides the
Mesosphere and Thermosphere, is where temperatures are lowest.

Due to the small amount of oxygen molecules that absorb solar energy (O2), the tem-
perature of Earth’s outer layer increases substantially with height. There is no significant
amount of heat at the surface, despite temperatures reaching thousands of Kelvin, as at-
mospheric gases have a very low density. Ions and free electrons are also found in the
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Thermosphere (and upper mesosphere) sublayer. In the region between 80km and 400km,
charged particles from the sun interact with these ionized molecules to produce spectacular
light displays known as aurora borealis in the Northern Hemisphere and aurora australis in
the Southern Hemisphere.

Figure 2.3: Vertical Temperature Structure Of Atmosphere

2.5 Methodologies For Atmospheric Temperature Retrieval

There are several algorithms that allow a temperature profile from photon-count data to be
determined. There are two basic assumptions made by all retrieval algorithms based on
fundamental physics principles.

1. Atmospheres behave like ideal gases, and

2. Hydrostatic equilibrium exists in the atmosphere.
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2.5.1 Downward Integration Method

The Downward Integration (DI) [2] method assumes the Hydro-Stastic Equilibrium (HSE)
condition. Lidar photon count and temperature at each altitude in the Lidar range are related
using the HSE, the ideal gas law, and the reduced Lidar equation. Hauchecorne and Chanin
first proposed this method in [2].

ρ(zi) = C(n(zi)−B(zi))(zi −∆z/2)2 (2.10)

ln[P (zi −∆z/2)− P (zi +∆z/2)] = ρ(zi)g(zi)∆(z) (2.11)

T (zi) = (Mg(zi)∆(z))/R ln [P (zi −∆z/2)− P (zi +∆z/2)] (2.12)

g(zi) = go(1− 2(zi/Re)) (2.13)

where T (zi) is the temperature retrieved at particular layer, ρ(zi) is the atmospheric density
at the ith layer and ∆z is the thickness of the atmospheric layer, g0 is the acceleration due
to gravity, Re is the radius of the earth, R is the ideal gas constant. Using HSE, ideal gas
law equation and equation 2.10, we obtain the temperature value at each spatial resolution
using equation 2.12. The following drawbacks are observed in the Downward Integration
method:

1. Mesosphere temperature and density measurements have large uncertainties, which
propagate throughout the profile. Improper selection of seed pressure results in the
discarding of temperature values for the first 10km to 15km from the temperature
profiles to have a validated temperature profile.

2. The temperature within the each spatial resolution (∆z) is assumed to be constant.
This assumption results in temperature uncertainty near altitudes having sharp tem-
perature gradients near at regions of Stratopause and the Mesopause.

2.5.2 Non-linear Inversion Technique

The DI method of calculating atmospheric temperature profiles from Rayleigh Lidar system
measurements has the limitation of discarding the temperatures at 10km below the seed-
ing altitude, due to the uncertainty in the selected seed pressure value. This problem has
been overcome by using non-linear inversion techniques where there exists a reliable and
acceptable Signal to Noise Ratio (SNR). The methodology for the retrieval of temperature
profiles using inversion techniques is reported by [4]. They explained the potential of the
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inversion technique using Monte-Carlo simulations in terms of systematic and random un-
certainties in temperature profiles in using the inversion techniques. By using the inversion
technique, we are able to provide seed pressure values at lower altitudes in the atmosphere
where the uncertainty is lower. Thus, the inversion technique virtually extends the altitude
range of existing Rayleigh-scatter Lidar from 10km to 15km, which is equivalent to four
times the power-aperture product.

2.5.3 Optimal Estimation Method

The shortcomings in the Downward Integration and Grid search methods are overcome
by the Optimal Estimation Method. In this technique the forward models are used to
completely characterize and retrieve the Atmospheric temperature profiles. The detailed
procedure for the formation of the mathematical model, applying the inversion technique,
and solving the optimal representation of the model obtained as Bayes Theorem using the
Levenberg-Marquardt Algorithm (LMA) is given in [5, 6]. Multiple channels covering dif-
ferent height ranges and vertical resolutions can be used to retrieve a single temperature
profile. As a result of the Optimal Estimation Method, robust estimates of temperature can
be obtained that are consistent with previous methods while requiring minimal computing
resources.

2.6 Standard Error and Uncertainity

T (z) =
Mairg(z)dz

R log(1 +X)
;X =

ρ(z)g(z)dz

P (z +∆z/2)
(2.14)

SE =
dX

(1 +X) log(1 +X)
(2.15)

The expressions for temperature (2.14) and SE (2.15) is given in [2]. A seed pressure value
from an atmospheric model is used for the initialization of the method for temperature
retrieval.

As a result of systematic uncertainty, the mean of observations deviates by a certain
amount from the attribute’s true value every time an experiment is conducted, whereas ran-
dom uncertainty refers to fluctuations in the mean of observations caused by fluctuations in
the mean of observations caused by a natural fluctuation in observations which is usually
unreplicable. In lidar remote sensing, both types of uncertainties are present. As a result,
we will need to include variables with both types of uncertainties in our forward model
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when modeling synthetic lidar counts for testing or error analysis. A list of input variables
and their uncertainty characteristics is provided in Table 2.3. Due to their negligible uncer-
tainties of 0.01, the uncertainties in mean molecular mass M, Universal gas constant R, and
gravitational acceleration g(z) will not be analyzed.

Table 2.3: Sources of uncertainties

Variable Uncertainity Type Value Source
N(z) shot noise Random

√
N(z) Photon noise

N(z) geophysical variability Systematic Depends on data Atoms. variability
P0 Uncert. in seed pressure Systematic ±10% Model

Tguess(z) Uncert. in Temperature Systematic ±5K Model

2.6.0.1 Generation of Synthetic Data

The preliminary tests for the proposed algorithms are conducted with synthetic photon
count profiles that are generated by changing the parameters, and are free from noise, un-
like the real-time Lidar photon count profiles. In order to incorporate the noise behavior,
we used backscattered photons following a Poisson distribution. As a result, the synthetic
profiles were initially subjected to Poisson noise. The inclusion of noise alone destabilizes
the convergence problem. The synthetic counts also included altitude-dependent geophys-
ical noise at each altitude that had a temporal mean of zero. With this, the synthetically
generated photon count profiles are similar to real time photon-count profiles. Also adding
the noise term doesn’t have an effect on the retrieval of the temperature. Considering the
variability of seed pressure at the seeding altitude, seed pressure is affected by −10%,
−5%, +5%, and +1% variation to assess the seed presure uncertainties. These new seed
pressure values were used to implement the algorithm.

2.6.0.2 Estimation of uncertainties

The uncertainties are classified as Systematic and Random uncertainties. Whenever an ex-
periment is conducted, systematic uncertainties cause the mean of observed data to deviate
over a certain period of time from its true value. Random uncertainties are fluctuations in
the mean of the observations. As these values contribute less to uncertainty, uncertainties
arising from mean molecular mass (M), universal gas constant (R), and acceleration due to
gravity (gz) will not be considered.

Below an altitude of 35km, the back-scattered visible light will be absorbed by the
Ozone layer. As a result, temperatures are higher than expected. Ozone corrections are
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therefore applied below 35km altitude. This study conducts all experiments for Upper
Atmosphere, no Ozone correction factor is applied in the present analysis. It is not possible
to obtain an analytical expression for the uncertainty analysis. As a result, the uncertainty
analysis is numerically performed using the Monte-Carlo method. In the present work,
uncertainties are studied using Monte Carlo methods.

• Modelling Systematic uncertainties: Including the effect of systematic uncertain-
ties is not straight forward. The effect of geophysical variability is compensated in
the synthetic profiles so that its temporal mean is zero. The parameter values re-
lated to systematic uncertainties are obtained from models or from an experimental
source. When all counts are averaged over time at each altitude, geophysical variabil-
ity is calculated. If we subtract the mean average from each count, we are left with
only the mean geophysical variability of zero with random noise superimposed on
it. Using a guessed temperature profile, the original synthetic counts (without noise)
are added to the average of the counts over time to fit a smooth curve. Temperatures
retrieved by the algorithms are stable and convergent despite geophysical variability.

• Modelling Random uncertainties: The Shot noise is not only due to the nature
of photon counts but also due to the detector electronic used for data acquisition. A
detailed discussion on evaluating the random noise is discussed in [7]. An estimate of
the shot noise of the Lidar system can be derived from a Poisson distribution around
the mean number of counts collected per unit time. For creating synthetic counts,
Poisson distributions about the mean are used. Taking a temporal average cancels out
geophysical variability at each altitude while taking the mean. Temperature profiles
derived from synthetically generated counts are regarded as being within the range
of random uncertainty due to shot noise due to temperature standard deviations.

• Modelling Error in Seed Pressure: The algorithms used for temperature retrieval
need to be initialized with a seed value at top altitude, obtained either from a model
or from experimental studies. The seasonal variations in the seed pressure can be
accounted for 10% variability of the mean as reported in [8, 9]. The uncertainty
due to seed pressure is explained in two categories: A set of synthetic temperature
profiles were generated with a seed pressure value defined as P0,T rue that incorporates
Poisson noise as well as geophysical variability. To analyze the effect of uncertainty
due to guessed seed pressure value(P0,guess), we run the algorithm for P0,guess =

P0,true + 10%P0,true. Whenever there is only shot noise and no uncertainty in the
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estimate of seed pressure, i.e. P0,guess = P0,true, there is an error in the seed pressure
estimate, adding uncertainty to the temperature estimate.

2.6.0.3 Error Propagation: Contribution due to all sources

A total uncertainty in retrieved temperatures is calculated by combining the effects of un-
certainty from all sources. A Monte-Carlo analysis is used to estimate the uncertainties.
An estimate of the true synthetic count Ntrue (geophysical variability) is enhanced by the
following sources of uncertainty:

1. A Poisson random number generator is used to add noise by counting the numbers
with a mean of Ntrue.

2. Seed pressure values are selected using a Gaussian random number generator with
mean Ptrue and standard deviation 10

3
%Ptrue.

3. The temperature profiles are predicted using a Gaussian random number generator
with mean as Ttrue and standard deviation 5

3
.

For obtaining standard errors of temperature data retrieved from real-world data, an error
estimation method of the above type will be employed. A table of the uncertainty budget
for the NARL Rayleigh Lidar System is given in Table 2.4.

Table 2.4: NARL Rayleigh Lidar System Uncertainty Budget. (.)/(.) indicates the uncer-
tainty in high and low intensity channels.

Source 80km 70km 50km 30km
Detection Noise(ND) 6K/(.) 5K/(.) 1K/4K (.)/0.08K

Background Noise Count(NB) 0.5K/(.) 0.3K/(.) 0.3K/(0.8) (.)/0.02K
Seed temperature 4K 2K 0.5K -

Gravity(g) 0.1K 0.1K 0.1K 0.1K
Mdryair 1K 0.05K 0.05K 0.05K
Method 15K 8K 3K 0.08K

Total Uncertainty 27K/40K 16K/(.) 4.8K/8.45 K 0.08K/0.33K

2.7 Gravity Waves In The Atmosphere

Atmospheric Gravity Waves (AGW) have been observed and characterized using Rayleigh
Lidar ground observations [10, 11, 12, 13, 14, 15, 16]. A few meters to kilometers above
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ground, the middle atmosphere is characterized by fluctuations in temperature due to Grav-
ity Waves (GW). Currently, only Lidar can provide sufficient vertical and temporal resolu-
tion for studying Gravity Waves in the Stratosphere and Mesosphere. As a basis for esti-
mating Gravity Wave induced temperature perturbations T ′, Lidar measurements are bro-
ken down into background temperature (T0) and perturbations T around the background. A
vertical height of the atmosphere and a time instant t are dependencies of parameters T , T0,
and T ′. The sources of instabilities include background wind, temperature, and other wave
sources like planetary waves. The removal of background sources is therefore essential
before analyzing Atmospheric Gravity Waves. To remove background wind from Gravity
Wave analyses, a Multi-Resolution Dictionary Learning technique is used.

T ′(z, t) = T (z, t)− T0(z, t) (2.16)

Observed temperature minus background temperature is then defined as the Gravity Wave
signature, as represented in (2.16), where ‘z’ is altitude, T0(z, t) represents the background
temperature profile. T0(z, t) consists of a series of temperature profiles, T (z, t), at a time,
t. The data used for the present analysis is collected using the Rayleigh Lidar system
facility available at National Atmospheric Research Laboratory (NARL), Gadanki (13.5oN
, 79.2oE), India.

The present work on the application of Multi-Resolution Dictionary Learning with
Sparsity for the removal of Doppler Shift in the observed spectra of temporal variations,
due to the presence of winds in the background in the analysis of Gravity Wave temperature
perturbations, constitute a part of the present thesis. In the Wavelet domain, sparsity can
reduce the effect of background wind.In the Wavelet domain, sparsity can reduce the ef-
fect of background wind. Doppler shifting results in an improvement in horizontal energy
density at high frequencies, a reduction in vertical energy density at high frequencies, and
a significant transfer of vertical energy density to frequencies above buoyancy frequency.
Thus it is important to reduce any effects, that limit the analysis of Gravity Waves need to
be addressed with paramount importance. Various waves and wave-like structures shape
the structure of temperature and wind in the middle atmosphere. Most analysis approaches
for the study of gravity wave activity are dependent on spatial scale separation for remov-
ing the initial background, while neglecting the effect of Doppler shifting. Thus the present
work is of high importance to the Lidar community.
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2.7.1 Characteristics of Gravity Waves

In the present work, it is considered that the wave is propagating along the y-axis. Verti-
cally, the z-axis represents the atmospheric height, while the x-axis shows the observation
timeframe. The vertical displacement field ζ(x, z, t) of a traveling wave, induced by some
irregular perturbation, is given by

ζ(x, z, t) = Aζ cos

(
kāx +māz − ω̂

)
(2.17)

where k andm represent the real-valued horizontal and vertical wavenumbers, respectively.
k = 2π

λx
and m = 2π

λz
with the respective wavelengths λx and λz and the wave is propagating

along the y − axis. The subscripts x, y, and z represent the x-axis, y-axis , and z-axis
respectively of a 3 dimensional Cartesian coordinate system and ax, az represent the unit
vectors along the x-axis and z-axis respectively. The wave frequency ω̂ = 2π

T
(T is wave

period) can be calculated using the dispersion relation for waves in the xz-plane and ex-
pressed as

ω̂ = N2

[
k2

k2 +m2

]
(2.18)

whereN defines the buoyancy frequency. By combing the sign components of the wavenum-
ber vector K̄=kax+maz determine the direction of propagation of the Gravity Wave i.e.,
the direction of phase progression of the wave. A convenient way to express ω̂ is

ω̂ = N cos(ϕ) (2.19)

with
ϕ = arctan

(
m

k

)
(2.20)

where ϕ represents the angle between K̄ andK−axis. When wavenumber components and
the sign of ϕ are combined, it is possible to determine if waves are propagating upwards,
downwards, leftwards, or rightwards. In order to determine whether the waves seen in the
ground-based Lidar measurements are propagating upward or downward, it is necessary
to determine the horizontal phase propagation and the ambient wind. Vertical phase lines
indicate downward wave propagation while horizontal phase lines indicate upward wave
propagation. A quasi-Doppler shift is caused by the background wind, which gives an
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observational frequency shifted by (K̄.Ū) from intrinsic frequency as given as

fobs = fintrinsic +
|K̄||Ū| cos(θr)

2π
(2.21)

where K̄=kax+maz, Ū=uax+vaz, θr measures the angle between wind (u) and wavenum-
ber (k).

2.7.2 Role of Gravity Waves In Global Circulation

As atmospheric gravity waves break, a dynamic process occurs that contributes signifi-
cantly to determining the general circulation of middle atmospheres. At the height where
the horizontal phase speed equals the horizontal background wind speed in the direction of
propagation, Gravity Waves get trapped. This altitude prevents the wave from exceeding
it and causes it to be attenuated. A wave gets trapped at a certain altitude called a critical
layer, at which critical absorption occurs. As reported in [17], gravity waves are signif-
icantly attenuated in the mesosphere (50-90 km). From lidar observations, it is possible
to detect Gravity Wave breaking, as shown in [18]. As discussed in detail in the follow-
ing sections, Deep Kernel Dictionary Learning (DKDL) currently has several advantages
over conventional methods. Gravity Waves in the Mesosphere are sufficiently strong to
cause significant wind and temperature disturbances in the atmosphere, leading to low at-
mospheric stability. An overview of the behavior of Gravity Waves in the atmosphere is
given in [19, 17, 20, 21, 22].

The coupling of layers in the atmosphere is greatly influenced by atmospheric turbu-
lence. Turbulence occurs when gravity waves break under certain conditions, as detailed
in [23]. An analysis of the impact of breaking atmospheric gravity waves on turbulence is
presented in [24]. An in-depth investigation of gravity wave breaking and its impact on the
middle atmosphere is reported in [25, 26, 27].

2.8 Wind’s effect on Atmospheric Gravity Waves

The Gravity Wave characteristics can be interpreted from the Atmospheric Temperature,
Density, and Velocity perturbations. In this work, we use temperature perturbation profiles
obtained from Rayleigh Lidar system located at Gadanki, Andhra Pradesh, India. The
effects background wind on Gravity Wave spectra, and frequency spectra are discussed in
detail in the below sections.
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2.8.1 Effects of Background Wind On Vertical Wavenumber Spectra

It is mentioned that in the stratosphere a significant departures from true spectral densities
at large vertical wavenumbers and is due to background wind changes that increase zonal
horizontal phase speeds [28]. The wind shifting theory outlined in this work is consid-
ered as initial support for incorporating the effect of winds in the spectral parameterize of
Gravity Wave variability within the middle atmosphere.

2.8.2 Effects of Doppler Shifting on the frequency spectra

The articles [29, 19, 30] discusses Doppler Shift resulting from mean background winds.
[30] discusses the effects of a nonzero mean flow on observed frequency spectrums of
gravity waves with prescribed intrinsic frequencies and wavenumbers. Those two cases
establish the limits of possible Doppler-shifting effects when gravity waves propagate in
the direction of, or oppose, the mean flow. As a result of Doppler Shifting, horizontal
energy density can be significantly increased at higher observed frequencies in the lower
and middle atmosphere, vertical energy density can be reduced at higher frequencies, and
vertical energy can be transferred significantly to frequencies above buoyancy. It is found
that some of the observed frequency spectra support some of the predicted effects.

2.8.3 Propagation of Gravity Waves Through Inhomogeneous Back-
ground Winds

A 2D time-dependent simulation of the ray theory is used in [31] to study how small-scale
gravity wave packets propagate, refract, and reflect under a time-dependent, vertically, and
horizontally inhomogeneous background horizontal wind field. Depending on the param-
eters of both waves, a static medium-scale wave wind field of sufficient amplitude can
channel or critically filter a small-scale wave, or cause significant reflection. A small-scale
wave filtering can also be greatly affected by the relative propagation direction between
the small-scale and medium-scale waves. Small-scale waves are more likely to become
trapped if the phases progress in the same horizontal direction unless reflection occurs
first if the phases propagate in opposite horizontal directions. This leads to critical level
filtering. For assessing the propagation and dispersion of small-scale waves over large hor-
izontal distances, it is important to account for the time-dependent winds associated with
medium-scale-propagating waves.
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2.8.4 On the Doppler effect in Gravity Wave Spectra

A statistical wave field affecting gravity waves has been argued as the cause of the invariant
shape in the spectrum, according to [32]. Waves with lower wave numbers contribute to tail
formation, while those with higher wave numbers are eliminated by dissipative processes
at high wave numbers. This layer of waves is Doppler shifted to m =∞, the critical wave-
length. It is expected that waves contained in the source spectrum with wavenumbers higher
than critical wavenumber (mc) will be eliminated through absorption in the corresponding
critical layer if the mean wind profile is monotonic with altitude from U(0) = 0 before
going up to U(z1) > 0 under observation. In other words, Doppler shifting is a process of
moving from a high to a small scale. Whenever modes are eliminated, the Doppler-shifted
power spectrum does not change in shape, but only imposes a wavenumber with high cuts.
A detailed explanation of gravity wave spectra and background winds can be found in
[33, 34]. As a result, the resulting vertical wavenumber spectrum is profoundly different
when monochromatic or continuous source spectrum is used. The continuous case has a
spectral tail of 3 due to interference between components, while the monochromatic case
has a tail of 1 due to the absence of interference. Although there are previous works that
examine the Doppler effect [27, 35], they are based on the vertical wave-action flux con-
servation. Only permanent gravity-wave sources can benefit from the spectral conservation
law in those works.

2.9 Interpreting Atmospheric Gravity Wave Breaking

Detailed explanations of gravity wave breaking from atmospheric density, temperature, and
wind velocity perturbations are found in [36, 37]. The detailed procedure for the calculation
of Wave breaking characteristics is explained in [38, 39, 40, 41].

2.9.1 Indicators For Wave Breaking

In the presence of gravity wave breaking, the wave phase velocity (Cp) is greater than the
background horizontal wind speed (Ū). Gravity waves propagate vertically in the tropo-
sphere with increasing amplitudes in temperature perturbations and decreasing densities,
leading to convective instability Gravity waves propagate vertically in the troposphere with
increasing amplitudes in temperature perturbations and decreasing densities, leading to
convective instability (N2 < 0, or Ri < 0) or shear instability (Ri < 0.25) which occurs
at a certain height called breaking level. The Brunt Vaisala Frequency (N) and Richardson
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Number (Ri) provide an indication of atmospheric instability, and can be calculated as fol-
lows. A Gravity Wave Breaking occurs when the phase velocity (Cp) of the waves exceeds
the background horizontal wind (Ū) beyond the gradient. To determine how energy and
momentum are transferred between the lower and upper atmospheres, perturbed tempera-
ture profiles obtained from Rayleigh lidar observations are examined. By using equation
2.16, the temperature perturbation T ′(z, t) is obtained.

N2(z) =
g

T0(z, t)

[
dT0(z, t)

dz
+

g

Cp

]
(2.22)

Ep(z) =
1

2

[
g

N(z)

]2[
T ′
break(z, t)

T0(z, t)

]2
(2.23)

Ri =
N2

(∂u
∂z
)2

(2.24)

dT

dz
=

g

T0(z, t)

[
dT ′(z, t)

dz

]
(2.25)

where N(z) is the Brunt-Vaisala frequency, T ′
break(z, t) is temperature perturbation at

breaking altitude, g is the acceleration due to gravity (9.8m/s2), Cp is the dry air specific
heat at constant pressure (1005JKg−1K−1). The

¯dT ′(z,t)
dz

value represents the change in rate
over the 10km height range of T0 with respect to altitude z. A list of permutations for N2

and Ri are given below:

• If N2 > 0, and Ri < 0.25, energy is extracted from the mean flow by refracting the
internal gravity wave.

• If N2 > 0 and 0.25 < Ri < 2, the mean flow suffers an energy loss as the internal
gravity wave is refracted. As Ri increases, the mean flow loses more energy. As Ri

increases, the mean flow loses more energy.

• If Ri > 2, ducting and refraction of internal gravity waves are unlikely; the wave
quickly dissipates energy.

In order to interpret Wave Breaking, one must identify a large negative temperature
gradient (13km/K) and strong wind shear (−40m/s/km), indicating reduced dynamic
and convective stability. Convective stability is reduced when the contours of potential
temperature become steep (i.e., become vertical).
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2.10 Summary

1. The occurrence of scattering phenomena by molecules and particles is discussed.
Rayleigh scattering and Mie scattering process are defined.

2. Relation between back-scattered photons and atmospheric density is explained. The
uncertainties in back-scattered photon counts is discussed.

3. The background noise count is defined, and noise due to other sources in the Rayleigh
Lidar system are discussed. The Signal to Noise Ratio (SNR) is defined, and statisti-
cal techniques to improve the SNR at higher altitudes are discussed.

4. The upper altitude limit of Rayleigh Lidar system, and the characteristics of vertical
temperature in the atmosphere has been explained.

5. The uncertainty budget in the atmospheric temperature profiles due to various sources
of uncertainties are estimated using synthetically generated photon counts and Monte-
Carlo simulations.

6. The effect of background wind on the Gravity Wave vertical wavenumber and criteria
to detect wavebreaking are discussed.
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Chapter 3

Learning Dictionaries and Deep Learn-
ing

3.1 Duality and Optimality

An optimization problem is conceptualized as a dual problem that has a lower bound on
its solution compared to a primal (minimization) problem. A duality gap is the result
of this difference. For generating the Lagrangian dual problem, the Lagrangian multipli-
ers are applied to the minimization problem in order to add constraints to the objective
function. It is necessary to maximize the objective function under the derived constraints
in order to find the solution. A Lagrange multiplier produces a resultant, which are pri-
mal variables. In the case of two locally convex spaces (X,X∗) and (Y, Y ∗) and the
function f : X → R ∪ {+∞}, the primal problem can be defined as finding x̂ such that
f(x̂) = inf

x∈X
f(x). It is possible to represent constraints on the objective function (f ) by

letting f̃ = f + Iconstraints where Iconstraints is a suitable function on X with a minimum of
zero. There is a duality gap when the right-hand side of the inequality is greater than the
left-hand side as expressed below

sup
y∗∈Y ∗

−F ∗(0, y∗) ≤ inf
x∈X

F (x, 0), (3.1)

where F ∗ represents the convex conjugate in both variables, and sup represents the least
upper bound. The duality gap has the following properties.

1. The value of duality gap is always greater than or equal to zero.

2. For holding the strong duality case, the duality gap is equal to zero.
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3. For the case where the duality gap is strictly positive and greater than zero, the weak
duality holds a good fit.

Generally, the objective function is defined as the linear combination of n variables with
m constraints, and each constraint places an upper limit on n variables. In a dual problem,
the objective function is a linear combination of m values that represent the limits in the
m constraints from the primal problem to maximize its value subject to the constraints.
An objective function is maximized by a set of n values. A linear combination of m dual
variables is constrained by n dual constraints.

The Karush–Kuhn–Tucker (KKT) conditions can be used to find the global maximum
of a non-linear problem. The constraints may not necessarily be linear for non-linear prob-
lems. Using KKT conditions, it is possible to identify local optima in non-linear problems
by.

minimize f0(x)subject to fi(x) ≤ 0, i ∈ {1, . . . ,m}hi(x) = 0, i ∈ {1, . . . , p} (3.2)

with the domain D ⊂ Rn with non-empty interior, the Lagrangian function

Λ : Rn × Rm × Rp → R (3.3)

is defined as

Λ(x, λ, ν) = f0(x) +
m∑
i=1

λifi(x) +

p∑
i=1

νihi(x). (3.4)

The Lagrange dual function g : Rm × Rp → R is defined as 3.5, where the vectors ν and λ
correspond to the dual variables or Lagrange multipliers in the equation 3.5.

g(λ, ν) = inf
x∈D

Λ(x, λ, ν) = inf
x∈D

(
f0(x) +

m∑
i=1

λifi(x) +

p∑
i=1

νihi(x)

)
. (3.5)

minimize
x

f(x)

subject to gi(x) ≤ 0, i = 1, . . . ,m
(3.6)
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maximize
u

inf
x

(
f(x) +

m∑
j=1

ujgj(x)

)
subject to ui ≥ 0, i = 1, . . . ,m

(3.7)

For any value of λ ≥ 0 and any ν we have g(λ, ν) ≤ p∗, where p∗ is the optimal value
of the initial problem. With inequality constraints, a convex minimization problem (3.6)
leads to a Lagrangian dual problem given by equation 3.7. The infimum of the Lagrangian
dual(3.7) occurs when its gradient equals zero, provided the functions f and g1, . . . , gm are
continuously differentiable and is expressed below as

maximize
x,u

f(x) +
m∑
j=1

ujgj(x)

subject to ∇f(x) +
m∑
j=1

uj∇gj(x) = 0

ui ≥ 0, i = 1, . . . ,m

(3.8)

The equality constraint ∇f(x) +
m∑
j=1

uj∇gj(x) is typically non-convex when it comes to

dual optimization problems.

3.1.1 Lagranges theorem

Using Lagrangian Multipliers, one can locate the maximum and minimum local maxima
of a constraint-based optimization problem. To get the maximum or the minimum of a
function f(x) subjected to the equality constraint g(x) = 0:

1. Find the stationary points of the Lagrangian function(L(x, λ) = f(x)− λg(x)) and
the Lagrange multiplier λ.

2. The solution to the constrained optimization is always a saddle point of the La-
grangian function.

3. The saddle points can be recognized from definiteness of the Hessian Marix.

A benefit of Lagrangian Multipliers are that they can be used to solve optimization prob-
lems without explicitly parameterizing constraints. In this way, Lagrange multipliers can be
used to solve constrained optimization problems that are challenging. The KKT conditions
generalize the Lagrange multipliers.
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3.1.1.1 Statement

Let f : Rn → R be the objective function, g : Rn → Rc be the constraints function, such
that their first derivative exists. The optimal solution to (x∗) is given by solving the below
equation, such that rank g(x∗) = c < n:

maximize f(x)subject to: g(x) = 0 (3.9)

(Here Dg(x∗) denotes the matrix of partial derivatives,
[
∂gj
∂xk

]
. Then there exist unique

Lagrange multipliers λ∗ ∈ Rc such that Df(x∗) = λ∗TDg(x∗).

3.1.2 Single Constraint

It is possible to express the gradient of a function under constraints by combining the
gradients of the constraints with the Lagrange multipliers as coefficients, if the function
has local maxima or local minima. Think about the optimization problem in the case of
only one constraint and two choices. If f(x0, y0) is a maximum of f(x, y) for the original
constrained problem and ∇g(x0, y0) ̸= 0, then there exists λ0 such that (x0, y0, λ0) is a
stationary point for the Lagrange function. It is not possible to solve the original problem
with all stationary points, as Lagrange multipliers yield only necessary, but not sufficient,
conditions for optimality. A particular solution can occur if sufficient conditions are met,
but if a particular solution exists, it is a maximum or minimum.

∇x,yf =

(
∂f

∂x
,
∂f

∂y

)
, ∇x,yg =

(
∂g

∂x
,
∂g

∂y

)
(3.10)

Thus we want solution points (x, y) where g(x, y) = c and ∇x,yf = λ∇x,yg, for some λ
where the gradients are defined in equation 3.10. Auxiliary functions are introduced into
the equation to make these conditions explicit. Refer to equation 3.11.

L(x, y, λ) = f(x, y)− λg(x, y), (3.11)

and solve ∇x,y,λL(x, y, λ) = 0. To summarize

∇x,y,λL(x, y, λ) = 0 ⇐⇒

∇x,yf(x, y) = λ∇x,yg(x, y)

g(x, y) = 0
(3.12)
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It is easily generalized to functions on n variables∇x1,...,xn,λL(x1, . . . , xn, λ) = 0 which
amounts to solving n + 1 equations in n + 1 unknowns. The constrained extrema of f are
critical points of the Lagrangian L, but they are not necessarily local extrema of L.

A numerical optimization problem is also posed by the fact that Lagrangian solutions
are not necessarily extreme. As illustrated in the numerical optimization example, the
zeros of the gradient are necessarily local minima, so this can be addressed by computing
the magnitude of the gradient.

3.1.3 Multiple Constraint

By using a similar argument, Lagrange multipliers can be applied to problems with multiple
constraints. We follow the same procedure as a mentioned for single constraint, extending
to multiple constraints.

∇f(x) =
M∑
k=1

λk∇gk(x) ⇐⇒ ∇f(x)−
M∑
k=1

λk∇gk(x) = 0 (3.13)

L (x1, . . . , xn, λ1, . . . , λM) = f (x1, . . . , xn)−
M∑
k=1

λkgk (x1, . . . , xn) (3.14)

and solve

∇x1,...,xn,λ1,...,λM
L(x1, . . . , xn, λ1, . . . , λM) = 0 ⇐⇒

∇f(x)−
∑M

k=1 λk∇gk(x) = 0

g1(x) = · · · = gM(x) = 0

(3.15)

We try to find out the individual scalars λ1, λ2, ....λM such that equation 3.13 will get
satisfied. Lagrange multipliers are these scalars. As a result, we now have M multiple
constraints, each having its own set of constraints.

The auxiliary function and solution can be defined as expressed in equation 3.14 and
3.15 respectively. In other words, it involves solving n+M equations in n+M un-
knowns. When there are multiple constraints, the constraint gradients at the relevant point
must be linearly independent.
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3.2 Sparse Representations

The Sparse representations represent the signal with few samples without loss of significant
information. By switching from l2 regularization to l1 regularization, the Sparser solution
is promoted. consider the following optimization problem below

min
x
||x||qq subject to ||x||pp = 1;∀q < p (3.16)

As a result of the optimization problem above (3.16), xp−q
k = constant for all k indicating

the same value for all entries other than zero. The constraint ||x||pp = 1 leads to x = a
−1
p

and the lp norm is determined by ||x||qq = a
1−q
p , q < p. The interpretation of the above result

is that for any lp and lq norms, the length of lp norm is shortest in the lq norm indicating
the sparsest solution possible. We find the locus of ‘q-ball’ in the same space and compare
it with the ‘p-ball and all entries except one pass through the intersection along the axes.
This is demonstrated in Fig. 3.1

Figure 3.1: Illustrating that a unit-length lp norm vector(dashed) becomes shortest in
lq; p > q (solid) at its sparest possible.(a) demonstrated for p = 2 and q = 1, and (b) for
p = 1 and q = 0.5. Those dashed-dotted lines indicate a non-sparse outcome.

Returning to our basic problem (P0) in the below equation

P0 : min
X
||X||0 subject to Y = DX (3.17)

For the undetermined system of linear equations, Y = DX , where D ∈ Rn×m, n < m, we
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have the following problems in front of us.

1. How to claim the sparsest solution is unique?

2. Is it possible to test the optimality of a candidate solution?

3.2.1 Uncertainty

The uncertainty is quantified in terms of mutual coherence(µ(A)).

µ(A) = max
1≤i ̸=j≤m

∣∣aHi aj∣∣ (3.18)

A lower bound is

µ(A) ≥

√
m− d
d(m− 1)

(3.19)

Cross-correlations between the columns of a matrix ‘A’ determine its Mutual Coherence.
Formally, let a1, . . . , am ∈ Cdrepresent the columns of the matrix ‘A’, whose columns are
normalized such that aHi ai = 1.aHi ai = 1. As a result, ‘A’s mutual coherence is defined
as equation 3.18. The concept of the mutual coherence [42] is reintroduced to the context
of sparse representations by [43, 44, 45, 46]. An algorithm that accurately identifies the
sparse signal representation is measured in this way as a measure of the effectiveness of a
sub-optimal algorithm, such as matching pursuit or basis pursuit.

3.2.2 Uniqueness

To check the uniqueness of the sparse solution, a metric called ‘Spark’ is defined by
Donoho and Elad in [45, 47]. A spark identifies a matrix’s null space (A) using the l0
norm. The Spark of a matrix(A) indicates how many columns in A that are linearly de-
pendent. For the defined linear system of equationsY = AX, has a solution X satisfying
||x||0 < spark(A)/2, which is necessarily the sparsest solution.

Spark(A) ≥ 1

µ(A)
(3.20)

||x||0 <
1

2
(1+

1

µ(A)
) (3.21)
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The relation between the uniqueness and uncertainty is given by (3.20) and also if the
system of linear equations Y = Ax has a solution x obeying (3.21) is the necessarily the
sparsest possible.

3.2.3 Sparse Coding Techniques

Essentially, sparse coding involves a linear combination of basic elements that form a dic-
tionary and represent input data as a linear combination of the elements themselves. The
elements are called atoms.

3.2.3.1 Efficient Convolutional Sparse Coding

One of the most popular sparse coding technique is the Basis Pursuit Denoising (BPDN)
and the optimization problem is given by

argmin
x

1

2
∥Dx− s∥22 + λ∥x∥1 (3.22)

The optimization problem [48, 49] for the convolution sparse coding is given by (3.23).

argmin
{xm}

1

2

∥∥∥∥∥∑
m

dm ∗ xm − s

∥∥∥∥∥
2

2

+ λ
∑
m

∥xm∥1 (3.23)

where D represent a dictionary matrix, x represent the sparse representation, λ represent
regularization parameter,dm is a set of M dictionary filters, ∗ denotes convolution, and xm
denotes coefficient maps, whose size is equal to as s.

argmin
{xm},{ym}

1

2

∥∥∥∥∥∑
m

dm ∗ xm − s

∥∥∥∥∥
2

2

+ λ
∑
m

∥ym∥1 such that xm − ym = 0 ∀m

(3.24)
The optimization problem (3.23) can also be expressed as equation 3.24 and is solved by
Alternating Direction Method of Multipliers (ADMM).

3.2.3.2 Laplacian Sparse Coding

Due to the over-complete code and the individual coding process, the locality and simi-
larity information are lost. In order to preserve the locality and similarity characteristics,
the Laplacian Sparse Coding [50] technique is used. Sparse coding encodes the features
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independently. A mathematical representation of Laplacian Sparse Coding is given by

min
v1,...,vn

∑
i

∥xi − Uvi∥2F + λ
∑
i

∥vi∥1 +
β

2

∑
ij

∥vi − vj∥2Wij (3.25)

The Laplacian matrix(L) is defined as D−W, where W represent the similarity features,
and V = [v1, v2, ..., vn].

min
U,V
∥X − UV ∥2F + λ

∑
i

∥vi∥1 + βtr(V LV T ) (3.26)

subject to ||um||2 = 1 and avoiding scaling is done by using this constraint.

3.2.4 Least Absolute Shrinkage and Selection Operator (LASSO)

This method formulates the optimization problem as follows:

min
r∈Rn
{ ∥r∥1} subject to ∥X −DR∥2F < ϵ (3.27)

where ϵ represents the LASSO reconstruction error [51].

Assuming a constraint on the L1-norm of the solution vector, it minimizes the least
square error to determine ri:

min
r∈Rn

1

2
∥X −Dr∥2F + λ ∥r∥1 (3.28)

where λ > 0 determines the accuracy of sparse the reconstruction . As a result, the global
optimal solution is obtained.

3.3 Dictionary Learning

Given the input dataset X = [x1, ..., xK ], xi ∈ Rd we wish to find a dictionary

D ∈ Rd×n : D = [d1, ..., dn] (3.29)

and a representation X = [x1, ..., xK ], ri ∈ Rn such that both ∥Y −DX∥2F are minimized
and the representations xi are sparse enough. The optimization problem can be formulated
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as expressed as below as

argmin
D∈C,xi∈Rn

K∑
i=1

∥yi −Dxi∥22 + λ∥ri∥0 (3.30)

where

C ≡ {D ∈ Rd×n : ∥di∥2 ≤ 1 ∀i = 1, ..., n}λ > 0 (3.31)

C is required to control D in order to prevent dictionary atoms from reaching arbitrary
values, yet allow them to reach arbitrarily low values at xi, and xi is the photon count value
at an altitude. The value of λ determines how sparsity is traded off against minimization
errors.

3.3.1 Properties of the Dictionary

An undercomplete dictionary represents inputs on a lower-dimensional space, similar to
Principal Component Analysis. Data analysis, classification, and pattern recognition can be
addressed using Dictionary Learning for dimensionality reduction. A richer representation
of data is possible with overcomplete dictionaries. In the presence of sparse representa-
tion conditions, an overcomplete dictionary can be used to represent a signal sparsely, and
can also be used as a transform matrix (wavelets, Fourier). Compared to fixed predefined
transform matrices, dictionaries learned from data can provide sparser solutions.

The optimization problem described in equation 3.30 is convex in one variable if the
other is fixed. Finding the optimal sparse coding X for a dictionary D is known as a sparse
approximation (or sometimes just a sparse coding problem). Several algorithms have been
proposed to solve the optimization problem defined in equation 3.30.

3.3.2 Method of optimal directions (MOD)

The idea of method of optimal directions (or MOD) [52, 53] is to solve the minimization
problem under the condition that the representation vector is only composed of ‘T’ non-
zero components:

min
D,X
{∥Y −DX∥2F} s.t. ∀i ∥xi∥0 ≤ T (3.32)
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where, F denotes the Frobenius norm. By alternating between sparse coding through
a method such as matching pursuit and updating the dictionary by calculating a Moore-
Penrose pseudo-inverse, the Dictionary update problem is solved by D = Y X+ where X+

is a Moore-Penrose pseudo-inverse. Following this update, D is re-normalized according
to the constraints, and a new sparse code is obtained. These steps are repeated until a
satisfactory amount of convergence is reached (or until there is a satisfactory amount of
residue). It took only a few iterations for MOD to converge on low-dimensional input data
X . A drawback of the MOD is the difficulty in computing the pseudo-inverse when the
data is high dimensional. As a result of this shortcoming, other algorithms were developed.

3.3.3 K-Singular Value Decomposition

The K-Singular Value Decomposition (KSVD) [54, 55, 56, 57] performs Singular Value
Decomposition (SVD) during dictionary update, and is basically a generalization of K-
means. This ensures that each element in yi is encoded by a linear combination of no more
than T0 elements as do MOD elements as expressed below

min
D,X
{∥Y −DX∥2F} s.t. ∀i ∥xi∥0 ≤ T0 (3.33)

As a first step in the algorithm, we fix the Dictionary (D), then find the best X under the
above constraint (using Orthogonal Matching Pursuit [58]). We iteratively update the atoms
in Dictionary D and represent the entire process mathematically as

∥Y −DX∥2F = ∥Y −
K∑
i=1

dix
i
T∥2F = ∥Ek − dkxkT∥2F (3.34)

As part of the algorithm, the residual matrix must be approximated by rank-1, updated with
dk. This method also has same drawback of being efficient for signals with relatively low
dimensional and has the problem of being stuck at local minima.

3.3.4 Stochastic Gradient Descent

In Stochastic Gradient Descent (SGD) [59, 60] method, the iterative projection with first
order Stochastic Gradient Descent is used to update the dictionary and to project it on the
constraint set C. The mathematical representation of method at ith iteration is expressed by
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using

Di = projC

{
Di−1 − δi∇D

∑
i∈S

∥yi −Dxi∥22 + λ∥xi∥1

}
(3.35)

where S is a random subset of {1...K} and δi is a gradient step.

3.3.5 Lagrange Dual Method

As an alternative, dictionary learning can also be viewed in terms of Lagrangian multipliers
problem and expressed below as

L(D,Λ) = tr
(
(Y −DX)T (Y −DX)

)
+

n∑
j=1

λj

(
d∑

i=1

D2
ij − c

)
(3.36)

where c constrains the norm of the atoms and λi comprise the diagonal matrix Λ, R rep-
resent the sparse representation. After minimization, the Lagrange dual is expressed as

D : D(Λ) = min
D
L(D,Λ) = tr(XTX −XRT (RRT + Λ)−1(XRT )T − cΛ) (3.37)

DDT = (RRT + Λ)−1(XRT )T (3.38)

By solving the equation 3.37 with conjugate gradients, we get D as expressed in equation
3.38. Due to the fact that the number of dual variables n in this problem is far less than the
number of variables in the primary problem, it is less computationally challenging to solve
this problem (3.37).

3.3.6 Regularization and Dictionary Learning

There is a common problem with dictionary learning for sparse representations. Regular-
ized versions of K-SVD and other algorithms were used to regularize[61] the error crite-
rion. This study used either representation norms or atom coherence measures. The norm
of the representations or the atom coherence measure were used here. In order to cure the
problem, the objective is to change the below expression

fµ(D, X) = ∥Y −DX∥2F + µ∥X∥2F (3.39)
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when µ > 0 reduced the possibility of atoms with similar directions by encouraging small
magnitudes of representation coefficients. In cases of rank deficiency, this regularization is
typically applied to least-squares problems.

fγ(D, X) = ∥Y −DX∥2F + γ∥DTD − I∥2F (3.40)

In contrast, an alternative approach (3.39) decreases the mutual coherence among atoms,
thus preventing the appearance of groups of atoms almost linearly dependent, and then the
optimization problem takes the form of equation 3.40.

3.4 Dictionary Learning: Local feature Identifiability

Given a sparse linear combination of the atoms of a true DictionaryD0, we explain how
to recover D0 through Dictionary Learning. We use the property that if D0 is locally
identifiable then the Dictionary Learning objective function is local minimum. We use l1-
minimization Dictionary Learning that retrieves the Dictionary through minimization of
the average l1-norm of the linear coefficients.

With the µ-coherent reference Dictionary, i.e., a dictionary with a maximum pairwise
column inner-product of µ ∈ [0; 1), there is still local identification even for random linear
coefficient vectors with O(µ−2) non-zeros on average. Furthermore, if the sparsity level
exceeds O(µ−2), there is no local identification in the reference Dictionary.

However, we have discussed Dictionary Learning and two of the solutions namely
MOD, and KSVD for optimizing Dictionary Learning. This methodology even has re-
strictions like speed and memory used, restriction to low dimensions, operating on a Single-
Scale, and lack of Invariances. The Dictionary Learning methodology. Dictionary Learning
has dealt with Speed and Memory used to some extent.

3.4.1 l0, l1, and lp minimization

Underdetermined linear equations generally have more unknowns than equations, and there
are an infinite number of possible solutions. For the equation system Y = DX, we want to
find a solution for X. It is necessary to impose additional constraints (such as smoothness)
to find a unique solution to such a system. The constraint of sparsity limits compressed
sensing solutions to those with a small number of nonzero coefficients. Under-determined
linear equations do not always have sparse solutions. A compressed sensing framework,
however, allows for the recovery of a unique sparse solution to an under-determined system.
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3.4.1.1 Efficiency of l1-minimization over l0-minimization problem

The l0 minimization problem has the following form:

min ||X||0 : Y=DX (3.41)

The optimization problem is solved using continuous approximation, Orthogonal Match-
ing Pursuit (OMP) [58, 62, 63, 64], thresholding methods [65, 66, 67, 68], l1 method and
weighted l1 method [69].

The l1-norm is the convex envelope of the ||X||0 over the region X : ||X||∞ ≤ 1 and
the minimization problem is given by

min ||X||1 : Y=DX (3.42)

The l0 and l1 minimization problems are equivalent if l0 corresponds to a unique solution
to the l1-problem. The l0 and l1 minimization [70] problems exhibit strong similarities
when a unique answer to l0 corresponds to the l1-problem. At the moment, in the present
work, strong equivalence between l0 and l1 is considered. The strong equivalence is quanti-
fied through Mutual Coherence (MC) Condition, Restricted Isometric Property (RIP), Null
Space Property (NSP), and Range Space Property (RSP). In many situations, the strong
equivalence conditions can only partially explain about the l1-method. Based on proba-
bilistic analysis, it is found that l1 minimization is more suitable for linear systems with
sparse solutions than indicated by equivalence criteria. The l0 and l1 problems are said to
be equivalent if and only if the RSP is satisfied with the linear system’s sparsest solution.

3.5 Multi-Resolution Analysis

By adjusting the resolution, a particular task’s information can be retrieved. The application
of Multi-Resolution Analysis to the Atmospheric Gravity Waves is first reported in [71].
MRA breaks a signal up into individual components, that produce the original signal by
adding the individual components together. MRAs are associated with Wavelets, which
decompose data variability into physically meaningful and interpretable elements.

An approximation of function ‘f’ with a resolution of 2−j is represented as a discrete
grid of samples with local averages of ‘f’ proportional to 2j . Approximations at multiple
resolutions are therefore composed of embedded grids. The MRA of the Lebesgue space
L2(R)) is composed of discrete subspaces satisfying certain self-similarity relations in time
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and space, as well as completeness and regularity.

Multi-Resolution Approximation Errors We use Wavelets as the basis of orthogo-
nal complements of multi-resolution approximation spaces. Errors in projection on multi-
resolution approximation bases are dependent on Wavelet coefficient decay rates. To reduce
the approximation error, we use the folded Wavelets. The vanishing moment of folded
wavelets is sufficient for obtaining low approximation errors. Wavelet bases provide a
better representation of uniform regular signals. There exists an association between dif-
ferentiability in the Wavelet linear approximation error decay and Soblev regularity ie the
Wavelet function ψ ∈ L2[0,1] is in Soblev space WS[0,1], where s represent the Soblev
exponent. If the Wavelet function satisfies the Soblev regularity, the decay of linear ap-
proximation is fast and the approximation error is less.

3.6 Criteria For Selecting Neural Network Architectures

When it comes to nonlinear activation functions, even a small change in the parameter
increases the computational cost. Convolution Neural Networks address this problem ef-
fectively by exploiting the linear dependency of linear features, which is not possible with
Neural Networks used for regression. Following are guidelines for selecting the number of
layers and hidden neurons in neural networks.

1. Degenerate Problems and Degenerate Solutions: Degenerate problems are those
in which y = f(x). The problems require a degenerate solution that copies the input
to the output as unmodified.

2. Neural Networks For Linear Separation: For solving linear classification and re-
gression problems, perceptron can be used. When linearly separable problems exist,
the dimension of the Neural Network is of |x| input nodes and |y| output nodes.
If |x| comprises non-linearly independent features, dimensionality reduction tech-
niques can be applied to transform the input into a vector with linearly independent
components, which is called the Kernel function. As a result, we will need a size of
|e| for the input, where e represents the eigenvectors of x. Thus, if a problem can be
linearly separated, then the correct number and size of hidden layers is zero.

3. Neural Networks For Non-linear Separation: Non-linear separable problems are
problems for those whose solution is not a hyper-plane. Using one hidden layer, a
neural network can approximate a continuously differentiable function to arbitrary
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precision if it consists of a continuously differentiable function. According to this,
there is one hidden layer if the problem is continuously differentiable.

4. Neural Networks For Arbitrary Boundaries:This is suitable for cases where the
decision boundary is multi-discontinuous. We need to increment the number of hid-
den layers by 1 to account for the extra complexity of the problem. One continuous
component of the decision boundary is learned by each neuron in the second hidden
layer. Functions that combine the output layer’s weight matrix into a single boundary
are found in the interaction with the output layer’s weight matrix.

5. Neural Networks For Abstraction: An abstraction level, higher than problems is
also applicable to problems. A higher level of abstraction is required when selecting
nodes within a layer rather than patterns in the input. Therefore, more than two
hidden layers are required.

3.7 Heuristics

The Heuristics act as guidelines to correct the dimensionality of the Neural Network. The
guidelines will help to choose the number of hidden layers and their sizes

1. Building incrementally complex systems: We need to develop complex network
configurations only if the simpler configurations on a network are insufficient. First,
we have to go with the linear approach, if it fails we have to move to the non-linear
approach.

2. Prefer Increasing Sizes over Layers: Prefer increasing the size of the layer, rather
than increasing the number of hidden layers. An inefficiency in learning a decision
function is the result of a neural network with a given number of hidden layers. It is
better to avoid increasing the number of hidden layers if we have reason to believe
that the complexity of the problem is appropriate for the number of layers we added.

3. Processing the data better: The failure of training represents that the data we are us-
ing requires additional processing steps. Consequently, when we train, the problem is
not the number of hidden layers, but rather optimizing their parameters. Preprocess-
ing steps may include dimensionality reduction techniques to extract independent
features, and batch normalization to ease the training difficulty, or we could add a
dropout layer to reduce overfitting.
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3.7.1 Choosing the Hyperparameters

Grid search is used to optimize Hyperparameters. The best suitable activation function
for hidden neurons is Rectified Linear Unit (ReLU) which reduces the vanishing gradient
problem. A Neural Network’s depth and width are determined by the number of hidden
layers and neurons per layer. Hyperparameters are the configurations related to weights,
biases, drop rate, and learning rate.

Overfitting is the most commonly observed problem while learning. The model is over-
fit because it produces low errors when responding to seen data during the training phase,
creating large errors with test data or validation data sets.

BN(u) =
γ(u− µ)

σ
+ β (3.43)

where γ and β are the learned paameters. Dropout and Batch Normalizations(BN) 3.43 can
be used to suppress the problem. By using equation 3.43, we standardize the hidden layers
with a mean(µ) and standard deviation(σ). BN is applied before the activation function
and speeds up convergence. Dropout removes neurons from the network by multiplying
their activation by zero (called Drop rate) at probability(r). By combining multiple inde-
pendent models, Dropout works similarly to cascaded combinations of networks. In order
to compensate for the decrease in model capacity, the depth or width of the network is
increased.

The network parameters are always selected in a way along the steepest descent direc-
tion in order to minimize errors. The selection of parameters is governed by the learning
rate. The selection of a low learning rate results in time-consuming and poor training phases
and choosing a high learning rate lead to divergence. Mini-batch methods are employed to
avoid this trade-off, since this reduces training time by updating neual network parameters.
A larger kernel size in the Convolutional Neural Network can capture steeper wave motions
and a small kernel size is used for shallow variations.

3.8 Guidelines for Training Neural Networks

The following below are the rules of thumb used to train the Neural Network.

1. Number of Layers: Begin with two hidden layers (excluding the last layer).

2. Number of nodes (size) of intermediate layers: The number of nodes should follow
the geometric progression. About half of the input data features should be in the first
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layer. In the next layer, the size is half what it was in the previous one.

3. Number of nodes (size) of output layer for Classification: The output layer is one
if the classification is binary. It is the class size that determines how big a multi-class
classifier.

4. Size of output layer for regression: One if there is only one response. It is the
number of responses determining the size of the multi-response regression.

5. Activation for intermediate layers: ReLU is taken into account as activation.

6. Activation for output layer: For binary classification, use sigmoid, for multiclass
classification, use softmax and for regression, use linear. It is recommended that the
last layer of an autoencoder is linear if the input data is continuous, otherwise, it
should be sigmoid or softmax if the input data is binary or multi-level categorical.

7. Dropout Layers: Do not include the Input layer in Dropout Layers (unless defining
it separately). Dropout rate should be set to 0.5. To reduce the dropout rate to less
than 0.5, increase the layer size instead of reducing the dropout rate.

8. Data preprocessing: Prior to using the data for training the model, perform data
scaling. Use Minmax scaler. The standard scaling in the same library will work if
this does not work well. Regression requires scaling.

9. Split data to train, valid, test:Split the data into train, test, and validation data.

10. Class weights: Include class weights in the model to balance loss in unbalanced
data. Binary classifiers should have weights of: 0← number of 1’s

data size , 1 ← number of 0’s
data size . If

the data is extremely unbalanced (rare events), class weight may not be effective.

11. Optimizer: Use ‘Adam’ algorithm, with default learning rate.

12. Loss in classification: Entropy may be used to measure loss in binary classification,
entropy may be used to measure loss in multi-class classification. If the labels are
hot-encoded, then the entropy may be sparse for integer labels.

13. Loss in regression: Use Mean Square Error (MSE).

14. Metrics for Classification: Use accuracy that shows the percent of correct classifi-
cations.
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15. Metric for Regression: Use Root Mean Square Error (RMSE).

16. Epochs: Generally consider 20 epochs and check the accuracy and loss of the model
after training. If the improvement in accuracy is not observed within 20 epochs, make
the epoch 100.

17. Batch size: Select the batch size from the geometric progression of 2. Always choose
a higher value for unbalanced data.

18. Oscillating loss: There may be a convergence problem if there is oscillating loss
during training. Changing the batch size or reducing the learning rate may help.

19. Custom Metric: False Positive Rate is an important metric for unbalanced binary
classification.

3.9 Performance Metrics

The Minimum-Mean Square Error (MMSE), Peak Error (PE), and the Reconstruction Error
(RE) serve as performance indicators for Wavelets. The MMSE is the measure of the
estimator quality. The MMSE can also be given as the posterior mean of the parameters
to be estimated. The Squared Prediction Error (SPE) metric and T 2-metric are used for
detection of gravity wave breaking events.

1. Minimum Mean Sqaure Error (MMSE) The term MMSE refers to the estimation
of the quadratic loss function. Ideally, for a good estimator, the MMSE approches to
zero.

MMSE =
1

N

N∑
n=1

[
y − ŷ

]2 (3.44)

2. Peak Error (PE) The Peak Error (PE) represents the maximum distance between the
original and reconstructed signals. For the best method, the PE should be as small as
possible.

PE = maxNi=1

[
y − ŷ

]
(3.45)

where y is the actual value, ŷ is the measured value.

3. Reconstruction Error (RE)

RE = ||y −DTxN||22 (3.46)
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where y is the actual value, xN indicates the percentage of N coefficients in the
transform domain. Sparse representation gets better with faster decay of reconstruc-
tion error. For an ideal method, the reconstruction error should fall at a faster rate
when compared to the other methods.

4. Squared Prediction Error

SPE is defined as
SPE = ||Y − Ŷ ||22 (3.47)

in which Y is the input sequence and Ŷ is the predicted output. A feature is detected
when the SPE statistic is higher than the threshold.

5. T 2-Metric

The T 2 Statistic at kth bin is defined as

T 2 = hTkΘ
−1hk; Θ =

HTH

(n− 1)
(3.48)

where H ∈ Rm×n encoded features, and Φ is their covariance matrix.

3.9.1 Kullback-Leibler Divergence

In the case of discrete probability distributions P and Q in the same probability space, X ,
the relative entropy (DKL) also called Kullback-Leibler divergence from Q to P is defined
as

DKL(P ∥ Q) =
∑
x∈X

P (x) log

(
P (x)

Q(x)

)
(3.49)

which is equivalent to

DKL(P ∥ Q) = −
∑
x∈X

P (x) log

(
Q(x)

P (x)

)
(3.50)

As a result, its probability difference is expected to be the logarithm of the difference be-
tween probabilities P and Q, with the expectation derived from probabilty P . In order to
define relative entropy, for all x, Q(x) = 0 implies P (x) = 0 (absolute continuity). When-
ever P (x) is zero, the corresponding term’s contribution will also be zero.
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lim
x→0+

x log(x) = 0. For distributions P and Q involving continuous random variables,
relative entropy is defined as

DKL(P ∥ Q) =
∫ ∞

−∞
p(x) log

(
p(x)

q(x)

)
dx (3.51)

where p and q denote the probability densities of P and Q.

The divergence of P from Q or the divergence of Q to P , which describes the asym-
metry in Bayesian inference, which involves a prior updating Q followed by a posterior
updating P as expressed in equation 3.50.

3.9.1.1 Interpretations

Entropy relative to Q to P is often denoted DKL(P ∥ Q). As an analogy, KL divergence
can be equated to Relative Entropy of P relative to Q in the information theory. It can be
expressed in Bayesian inference terms, DKL(P ∥ Q), that is, how much information is lost
when Q is used to approximate P . To find the distribution Q nearest to P , minimize KL
divergence and calculate information projections.

3.9.1.2 Properties

1. The relative entropy is always positive, DKL(P ∥ Q) ≥ 0, referred to as Gibbs’ in-
equality, with DKL(P ∥ Q) being zero if and only if P = Q almost everywhere. The
entropy H(P ) sets a minimum value for the cross-entropy H(P,Q), and Kullback-
Leibler divergence is the number of extra bits needed to identify value x drawn from
X , corresponding to Q, rather than true distribution P .

2. Independent distributions have additive relative entropy.

DKL(P ∥ Q) = DKL(P1 ∥ Q1) +DKL(P2 ∥ Q2). (3.52)

DKL(λp1 + (1− λ)p2 ∥ λq1 + (1− λ)q2) ≤ λDKL(p1 ∥ q1) + (1− λ)DKL(p2 ∥ q2)
(3.53)

If P1, P2 specify two independent distributions, then the joint distribution is P (x, y) =
P1(x)P2(y), and Q,Q1, Q2 can therefore be expressed as (3.52) is convex pair of
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probability mass functions (p, q), i.e. if (p1, q1) and (p2, q2) are a pair of probability
mass function as (3.53) with λ = [0, 1]

3.10 Methods For Feature Extraction

The feature extraction and classification can be done using the Discriminant functions.
Fisher Discrimination is the most widely accepted method for classification tasks.

1. Fisher discrimination Sparse representation-based dictionary learning is a method
of classifying features based on sparse representations. The reconstruction error can
be effectively utilized for pattern classification by constraining the coefficients of
coding to have a small intraclass scatter and a large interclass scatter at the end of
sparse coding. A more detailed analysis of Fisher Discriminant Dictionary Learning
is reported in [72]. For handling non-linear classification problems, the introduction
of Kernels in the Fisher Discriminant Function is reported by [73]. In this work, the
Kernel trick was used for making Kernel Approximations. The Kernel trick trans-
forms the non-linear classification problem into the linear classification problem in
the feature space.

2. Ada-Boost SVM classification In this work, the Dictionary Learning technique is
used for classification by combing the Dictionary Learning techniques with Ada-
Boost algorithms [74]. In the Ada-Boost algorithm, sparse coefficients are used as
weights.

3. Dicriminative Deviation The discrimination-based Dictionary learning is inherently
unstable. The deviation is difference of the samples xi and it is mean x̄. The discrim-
inative deviation-based dictionary learning[75] requires only one tuning parameter
and handles discrimination in a controlled manner, thus being more stable than pre-
vious work.

4. Sparse Classification Frame workA joint framework for Dictionary Learning with
sparse linear classifier for the principle feature extraction is reported in [76]. In
this work, at the learning stage, to promote discriminability of Dictionary Learning,
we consider discriminative sparse code errors along with reconstruction errors and
classification errors. The performance of the Deep Dictionary Learning framework
with sparse coding is reported in [76].
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5. Hierarchial Dicrimination In the Hierarchial Discriminative Deep Dictionary Learn-
ing [77] technique, a discriminative layer was embedded within a Deep Dictionary
Learning framework. In addition, local sparse representation goals are approximated
in forward pass, through introduction of local regularization. In the work reported,
the advantages of both the Discriminative approach and Deep Learning representa-
tions are exploited.

6. Locality Constrained Sparse Coding In this work, locality-constrained sparse cod-
ing, and discriminative constraints are added to the Dictionary Learning and the
Sparse coding optimization function. The expression for the locality-constrained
sparse and dictionary learning and the algorithm for its implementation given in de-
tail in [78] .

7. Discrimination Based on Soft thresholding In this work a new sparse coding scheme
for classification tasks for working with large data sets[79] is discussed.

3.11 Kernel Density Estimation: Selection Of Optimal Band-
width

The T 2-Statistic, and Squared Prediction Error (SPE) defined in [80, 81] by equations 3.48
and 3.47 are used for feature detection. The T 2 metric is used to measure minute differences
in feature spaces. Based on the threshold limit, the SPE metric can detect irregularities in
residual space and identify their features. By selecting the optimal bandwidth, threshold
limits can be calculated using Kernel Density Estimation (KDE) [80]. A Kernel Density
Estimation (KDE) [80] uses density to estimate unknown numbers. Let ‘Q’ be a random
variable for the variable event at point q, and PQ(q) be the probability density function for
the event.

PQ(q) =
1

nW

n∑
i=1

(
K(q − qi)

)
(3.54)

where qi represents a sample of the dataset, W specifies the bandwidth, and K(.) satisfies
the following criteria:

K(q) > 0;
∞∑
0

K(q)dq = 1; (3.55)

The optimal bandwidth [82] in the KDE is critical to obtaining an accurate Probability
Density Function (PDF), and the criteria defined in [83] are used for the calculation of the
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optimal bandwidth (Wopt) and expressed as .

Wopt =

(
4σ̂5

3n

) 1
5

≈ 1.06 σ̂ n−1/5 (3.56)

where σ̂ and n represent data samples (n) with standard deviations. Based on KDE,
thresholds are calculated at a confidence level of 99%, with a false alarm rate of 1%. As
long as the threshold limit exceeds the SPE statistic and T 2-Statistic, a feature has been de-
tected. To make the Wopt value more robust for both the long-tailed and skew distributions,
it would be best to replace σ̂ with another parameter A′, which is given by

A′ = min(σ̂, IQR/1.34) (3.57)

In addition, reducing the factor from 1.06 to 0.9 will improve the model. Finally, we would
express the final formula as

h = 0.9 min

(
σ̂,
IQR

1.34

)
n− 1

5 (3.58)

where σ̂ is the standard deviation of the samples, n is the sample size, and IQR is the
Inter-Quartile Range.

3.12 Summary

1. The generalized expressions and formulation of optimization problem with con-
straints are discussed using Lagranges theorem.

2. Formulation of optimization problem for Dictionary Learning, and techniques for
solving the Dictionary Learning optimization problem are discussed.

3. Performance Metrics for estimating the performance of Dictionary Learning algo-
rithms are defined.

4. A brief discussion is provided on the selection criteria of optimal bandwidth for Ker-
nel Density Estimation.
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Chapter 4

Dictionary Learning and Penalized Max-
imum Likelihood

Dictionary Learning combined with Penalized Maximum-Likelihood is used to extend
Rayleigh Lidar’s measurement range. We use l1 and l2 regularizations for achieving a
higher measurement range than the present existing situation. The upper altitude limit of
Rayleigh Lidar is discussed in detail in [3].

Extending the ranging height, while having acceptable level of Signal to Noise Ratio
(SNR) at higher altitudes is a necessity for Rayleigh Lidar System. Increasing Power Aper-
ture product and updating the hardware will achieve the objective. The Dictionary Learning
technique is another means of achieving high SNR. After denoising the backscattered sig-
nal using Dictionary Learning, the Penalized Maximum Likelihood method has improved
the accuracy of atmospheric temperatures as compared to the existing method. A measure
of the method’s performance is assessed in terms of improvement in ranging height and in
terms of Standard Error in the temperature parameter retrieved.

Improvement of Signal to Noise Ratio (SNR) alone is not sufficient for achieving higher
altitudes, an acceptable value of SE is also essential at the altitudes of the extension in the
retrieved parameter through the introduction of prior knowledge of temperature parameter
profiles.

The atmospheric temperature retrieval method based on fundamental laws of physics
is reported in [2, 84] gives the reliable temperature profiles. It is mentioned that the un-
certainty decreases in proportion to density from the top altitude down to the next lower
altitude. Temperature profiles in the top 10 km to 15 km need to be ignored because of un-
certainties in seed pressure at the seed altitude while using the method reported in [2] tem-
perature retrieval. To solve the disadvantage, an inversion method is proposed by Sica and
Jaya Khanna called Grid Search (GS) [4] method using mathematical inversion. The draw-
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back has been overcome by providing seed value at lower altitude where the uncertainty in
seed pressure value is less in mesosphere. The GS method has performance improvement
with the equivalence of four times the power aperture product. The GS method partially ex-
plains the contribution of different sources to the uncertainty of temperature. The Optimal
Estimation Method (OEM) [6] for temperature retrievel gives a complete description of un-
certainty. The forward models presented in [6] completely characterize the measurements
and provide feasibility for retrieval of the temperature profile, the dead time, and the back-
ground counts. Another technique for the retrieval of atmospheric temperature by taking
seed values from O2 Airglow measurements is given by Taori in [85]. Though this method
reduces the SE by removing uncertainty in seed parameter value, it requires colocated seed
values that put a limitation on the method. A relative comparison of atmospheric tempera-
ture retrieval from the Microwave Limb Sounder (MLS) and SABER-TIMED instruments
with ground-based Lidars is given in [86].

4.1 Existing Signal Denoising Techniques

The method of Moving Averages (MA) is the simplest among all denoising techniques.
Many denoising techniques based on stationary and non-stationary signal processing schemes
including Kalman Filtering (KF) [87], Wavelet Transform(WT) [88, 89, 90], Empirical
Mode Decomposition (EMD) [91, 92] are used. A relative comparison of SNR at different
heights with the moving average method, wavelet thresholding, and EMD for the Rayleigh
Lidar is given in [91]. The EMD method has good adaptability, thereby improving SNR
by a factor of 2.3. The EMD has the disadvantage of a mode mixing that has been over-
come by the Variational Mode Decomposition (VMD) [93, 94]. In the VMD technique,
optimization algorithms are used to choose mode parameters. Combined with a quadratic
penalty term, the mode number parameter provides a better SNR. Inclusion of prior infor-
mation for improving SNR makes us to choose Machine Learning and Neural Networks
for denoising. Least Squares Support Vector Machine (LS-SVM) [95], and Wavelet neural
networks [88, 96] are some of the Machine Learning based SNR improvement techniques.

4.2 Dictionary Learning For Lidar Signal Denoising

The measured data (Y ∈ RN×m) is expressed as the sum of the linear combination of
the product of the Dictionary matrix (D ∈ RN×K′) with Sparse coefficient matrix (X ∈
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Algorithm 4.1: Basic methodolgy of Dictionary Learning
1: procedure DICTIONARY LEARNING

2: Initialization: Choose the photon count data with SNR ≥ 3.
3: Sparse Coding:
4: Implement (4.2)
5: Decompose DX to the sum of K ′ matrices with rank 1.
6: Dictionary Update:
7: For each column k′ in D update using ωk′ , and xk′T

′ . ωk′ define a group of indices
pointing yi. ωk′ = i|1 < i < k′, XT ′

k′ (i) ̸= 0
8: Calculate the matrix of representation errors EK′ . The expression for the

representation error is given by Ek′ = Y −
∑

j ̸=k′ djX
j
T′ . Restrict Ek′ to columns

matching ωk′ , and ER
k′ .. Get ER

k′ by choosing a column in E′
K(nearest neighbour).

9: Calculate SVD for ER
k′ . Arrange singular values of ER

k′ in descending order, and
replace singular vectors corresponding to the smallest value of singular values by
zeros in ER

k′ = U∆WT′ .
10: Update d′

k to include U, and xR
k′ as the first column of W. Eliminate atoms that are

close to each other.
11: Eliminate atoms that are used by less than b(arbitrary value) training examples.

RK′×m), and noise matrix (V ∈ RN×m) and expressed as

[Y]N×m = [D]N×K′ [X]K′×m + [V′]N×m (4.1)

whereN refers to the number of altitude rannge bins,m represents the number of profile in-
tegrations, and K ′ represents any size. The learned Dictionary for the sparse representation
of a Lidar data set, leads to a global approach and the same Dictionary is used regardless
of the time or the offset of the data. The denoising of photon count profiles is done through
thresholding and the denoised photon count profiles, obtained are inverted to retrieve tem-
perature profiles using Algorithm 4.1. In this work, the Sparse Coding is achieved through
Batch Orthogonal Matching Pursuit (BOMP), and the Dictionary update is achieved by
K-Singular Value Decomposition (K-SVD). K-SVD [97, 55, 98] uses the sparse coding
method combined with dictionary updates to generalize the k-means clustering method.

4.2.1 Sparse coding

Coding sparsely is implemented using Batch-Orthogonal Matching Pursuit (BOMP). The
sparse coding steps minimize the representation error ||Y −DX||22. The Dictionary(D) is
fixed and the sparse matrix(X) is variable. Specifically, the BOMP algorithm is optimized
for sparse-coding large sets of signals and selecting the most highly correlated atom. The
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procedure for implementation of the algorithm is given in [99].

4.2.2 Dictionary update

At each iteration the k-means clustering has two steps: given d′Kk , assign training examples
to their nearest neighbors, and update d′k. Singular Value Decomposition is the process of
representing a given square matrix into the product of upper triangular matrix(U), Singular
value matrix(∆), and lower triangular matrix (W).

min
D,X

{
∥Y −DX∥22

}
subject to ∀i, > ∥xi∥0 ≤ δ (4.2)

The minimization of the optimization problem (4.2) corresponds to searching for possi-
ble the Dictionary and solution of equation 4.2 gives sparse representations of observations.
A detailed description of the algorithm for sparse coding and dictionary updating can be
found in Algorithm 4.1. Implementing the Algorithm 4.1 for once, forms a single iteration.
The choice of selecting a number of iterations is dependent on the residual matrix Ek′ and
the tolerance value ϵ.

4.2.3 Thresholding and Denoising

The important sources of noise in the Rayleigh Lidar system are random noise, and back-
ground noise. The attenuation of random noise (v′ ∼ N (0, σ′2)) is achieved through the
sparse a Dictionary domain. The noise cannot be represented by the sparse approximation,
as it is attenuated during the sparse coding phase. By subtracting the average of all the
photon counts between the altitudes 125km to 140km from the background noise can be
removed.

y = ŷ + v′ (4.3)

where y represent the observed data, ŷ is the true data.

The denoising is done in the Dictionary domain using the thresholding technique. The
observed data is the sum of true data and noise (4.3). The σ′ value is selected by choosing
trails that give good SNR at higher altitudes. The true data has a sparse representation in
Dictionary bases. So

y = DTy = DTŷ +DTv′ = p′ + z′ (4.4)
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where y, p′, and z′ are arbitrary variables. The majority of elements in p′ are 0 or close
to 0, and z′ ∼ N (0, σ′2I). Choose the prior, as

p′′ ∼ aN (0, σ′
1
2) + (1− a)N (0, σ′

2
2) (4.5)

where a denote an arbitrary value, σ′
1
2 represent the variance of “significant" coeffi-

cients, and σ′
2
2represent the variance of “insignificant" coefficients. Then p̃′ = E ′(p′′/y) =

τ(y)y, where E ′(.) is the expectation of function, τ(y) denote shrinkage factor, depending
on prior variances σ2

1 and σ′
2
2. Coefficients small in magnitude represent the noise, and

coefficients large in magnitude represent the actual signal. Apply the inverse transform in
the Dictionary domain to obtain the denoised data as ŷ= Dp̃′.

4.3 Penalized Maximum Likelihood: Retrieval of Atmo-
spheric Temperature Profile

The Lidar back scattered signal is of the form as (4.6) :

P ∗(z) = d′(z) exp

(
−
∫ z

0

α(x)dx

)
(4.6)

where P ∗(z) represents the back-scattered signal power, d′(z) is system dependent func-
tion, α(x) is a parameter related to the temperature, x is an arbitrary variable, and the
exponential term gives the transmission coefficient.

Y = F (X) + V ′ (4.7)

ρ(zi) = C(n(zi)−B)(z0 − zi)2 (4.8)

n(zi) =
P (zi)Mair

CRz2i T (zi)
exp

{∫ zi

z0

−Mairg(z)

RT (z)
dz

}
(4.9)

where N denote number of range bins, ρ(zi) represent atmospheric density at ith layer
and F : R → R is a non-linear operator. The forward model (4.7) is used for inverting
the temperature profile. The atmospheric density profile is retrieved using (4.8) and (4.9).
Equation 4.7 is the forward model used that describes the relationship between photon
counts (n(z)) and the temperature parameter, where C is Lidar System Constant, B is
background photon count, z0 is the altitude of the top layer, g(z) denote acceleration due
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to gravity, R denote universal gas constant, Mair represent molar mass of dry air, z is
the height above the earth surface. The value of constant C is affected by the two-way
transmission coefficient, the laser output power, and the optics and quantum efficiency.

4.3.1 Maximum Likelihood for Poisson Data

It is convenient to express (4.9) in the discrete form as

P ∗ = d′ ⊙ exp{−Lα∗} (4.10)

where ⊙ is element wise multiplication, also called Hadamard product, P ∗ is the noise
free observed vector such that P ∗

i , i = 1, 2, 3, ...N ,d′(zi) is known system function vec-
tor i = 1, 2, 3, ...N , α∗

j = α(zj), j = 1, 2, ...m, m is number of profiles, L is operator
discretizing the integral. From here in the rest of the work, we assume that the noise is
Poisson distributed. The noise at each range bin satisfies identical and independent(iid)
processes. We retrieve temperature from the back-scattered signal P ∗(z). Here α is a
variable that depends on temperature, exp(−Lα) constitute the atmospheric transmission
coefficient.

The Maximum Likelihood Estimate for the photon count profile is represented as

P(P ∗|α) =
N∏
i=1

{e−die
−Lαi (die

−Lαi)P
∗
i }/P ∗

i ! (4.11)

J(α) =
N∑
i=1

{P ∗
i log(di)− (Lα)iP

∗
i − dieLα − log(P ∗

i !)} (4.12)

4.3.2 Iterative Algorithm: Solution to Maximum Likelihood Function

First of all, maximise the log-likelihood equation given by equation 4.12 for solving α.
There exists a maximum log likelihood if N ≥ M . The LT sums the ranges from the
highest bin to the lowest acceptable range bin. The first-order KKT (Krush-Khun-Tucker)
conditions are necessary conditions for ensuring optimality under constraints.

(∇J)j(α) =
N∑
i=1

(Li,j(die
(Lα)i)) (4.13)
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H(α) = −{
N∑
i=1

(Li,jLi,k(die
(Lα)i))}∀j, k = 1, 2, 3, ...M (4.14)

The concavity of J(α) can be proved using gradient and Hessian matrix(H). Let v ∈
RN , the expression for gradient and the hessian matrix is given in (4.13) and (4.14).

4.3.2.1 Checking Uniqueness of Maximum and Convergence

Let v ̸= 0, vTH(α)v < 0 indicate that J(α) has a unique maximum and is concave. The
assumption is that P ∗

N indicates the last part of P ∗ and it is not equal to zero or otherwise it
is good to consider data up to where PN is not equal to zero.

4.3.2.2 Maximum Likelihood (KKTl1)

Detailed solution to (4.12) is obtained from the method of successive approximations. Final
solution to equation 4.12 can be given as

α(n+1) :=
LT (d⊙ e−Lα(n)

)

(LTP )
⊙ α(n) (4.15)

Measured values of temperature are obtained by applying the line search method to (4.15).
By comparing equations (4.9) and (4.10), P ∗(zi) = N(zi),L is an operator discretizing the
integral, d(zi) =

P (zi)M

CRz2i T (zi)
,α(z) = Mg(z)

RT (z)
atmospheric temperature profile can be retrieved

iteratively using equation 4.15. To assess the sensitivity of the above algorithm to noise,
the value of SNR is varied by with C in (4.8), which depends upon Rayleigh Lidar System
specifications.

The optimization problem is an unconstrained optimization and an initial value of α
is required for iteratively deriving the value of temperature at all range bins. The initial
procedure is as follows: Identify the value of N such that P ∗(zN) ̸= 0.

4.3.2.3 Penalised Maximum Likelihood (KKTl2)

A penalty term accounting for regularization can improve the log-likelihood, and one op-
tion is to include a l2 weighted-regularization(γ) in (4.12). So (4.12) turns to

ˆS(α) = J(α)− γ||α||22 (4.16)
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Figure 4.1: KKTl2 Algorithm.

The above equation is solved using the same procedure followed for KKT-Maximum Like-
lihood.

α(n+1) :=
LT (d⊙ e−Lα(n)

)

(LTP + 2γα(n))
⊙ α(n) (4.17)

Solution to (4.16) is given as (4.17). Generally, the regularisation parameter is considered
as a ratio between the variance of likelihood and the variance prior to it. Since the distri-
bution considered here is Poisson, it is assumed that inverse variance is the regularization
parameter, so that the regularization parameter dont not depend on SNR. The term 2γα(n)

is the weighting term that reduces the error at higher altitudes. The prior profile for ini-
tialization of the algorithm is obtained from atmospheric model MSISE-00, or Rayleigh,
Sodium, and Potassium resonance Lidars, Fe-Boltzmann Lidar, and satellite instruments
like MLS, and SABER. SNR has no effect on the regularization parameter. A flowchart
showing the implementation steps of KKTl2 method is shown in Fig. 4.1.
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4.4 Performance Analysis

The SNR in the case of Poisson error in the simplest form is defined as the ratio of received
photon counts(S) due to scatters, the square root of the sum of the source counts(S), and
background count(B) and represented mathematically as (4.18).

SNR =
S√
S +B

≈
√
S, S >> B (4.18)

The RLS has given optimal performance up to 90 km in the initial years, and has
gone down to 78 km in course of time. The common practice for increasing SNR is by co-
adding the photon count profiles in space and time or increasing the power aperture product.
Adding data in time series improves SNR by a factor of the sample size squared. However,
loss of minute information occurs as the integration time increases. Data from 1999 to 2011
has high SNR profiles, as the system was operated under optimal performance conditions
and hence it is used for training the Dictionary. Each photon count profile is collected
with a range resolution of 0.3km and with a time integration of 4 minutes. The Dictionary
learned with the data set of size 200× 450, where 450 is the number of profiles used for
training and 200 is the number of range bins.

During this study, this Dictionary is trained using data with high SNR acquired be-
tween 1998 and 2011. The patch size is of dimension 16 × 16, and K-SVD is iterated 80
times. Here we have chosen 80 iterations, where the representation error tolerance reaches
a tolerance (δ) of 0.001 to get the optimal set of the Dictionary atoms. A noise variance
of σ′ = 3 ,σ′

1 = 4, and σ′
2 = 8 are used for training the Dictionary. SKL metric and

uncertainty analysis is performed for data collected on 5th, January 2011.

Table 4.1: Comparison of SNR.

Date Height(km) 30 45 60 75 85
28thDec, 1998 SNR 198 45 12 4 2

Energy=530mJ, PRR=20Hz SNRDL 225 53 14 5 4
11thJan,1999 SNR 135 34 8 4 1

Energy=290mJ, PRR=20Hz SNRDL 166 37 11 5 2
16thJan 2008 SNR 183 48 15 4 1

Energy=310mJ, PRR=50Hz SNRDL 229 53 16 6 3
5th Jan 2011 SNR 102 22 5 3 1

Energy=580mJ, PRR=50Hz SNRDL 105 29 6 4 2
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Table 4.2: Comparison of heights where SNR is 3.

Date 28Dec,1998 11Jan, 1999 16Jan, 2008 5Jan, 2011
height(km) 81 78 78 75

heightDL(km) 87 82 84 78

SNRDL =

√(
ŷ

y− ŷ

)
(4.19)

SNR improvement using Dictionary Learning (4.19) and conventional techniques (4.18)
are shown in Fig. 4.2 and Fig. 4.3. The mentioned specific days are selected when there is
a decrease in the measurement range of the Rayleigh Lidar System. For a given threshold
(SNR ≥ 3), the Dictionary Learning technique has shown the same value of SNR at higher
heights than the conventional technique. A minimum height of 4 km and a maximum height
of 6 km as mentioned in Table-4.1 and Table-4.2.

To show the improvement in SNR, the SKL metric is used for the performance com-
parison between the DL technique, and conventional technique shown in Fig. 4.4. Figure
4.4, it is observed that the SNR of the Dictionary Learning technique falls at a slower rate
than the conventional technique. SKL metric score for both techniques is zero after 92 km,
where the signal and noise counts are indistinguishable in clear sky conditions.

4.4.1 Evaluating the benefits of adding regularization (2γα) term in
extending the measuring altitude

There is no analytical expression to assess the performance of the incorporated prior term(2γα)
in (4.15). The contribution of the prior is analyzed using simulation.

1. To the observed photon count profile(true profile), a structure of the photon count
profile is added in higher range bins, and the resultant profile is called the estimated
profile. Compare temperatures obtained using the observed photon profile and the
estimated photon count profile using the KKTl2 are exact.

2. The parameters for the initialization of the algorithm are chosen to have less error
between the exact, and the estimated temperature profiles.

3. The sensitivity is estimated using Monte-Carlo simulation. To assess the sensitivity,
we have generated 1000 Poisson realizations with the same mean of the estimated
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Figure 4.2: Comparison of Signal to Noise ratio using a conventional technique, and the
Dictionary Learning for 1 hour integration time with a range resolution of 300m on Fig-
ure (a), (e):28th December 1998 (b),(f):11th January 1999, (c),(g):16th January 2008, and
(d),(h):5th January 2011.
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Figure 4.3: Comparison of SKL metric between the Dictionary Learning, and the Conven-
tional technique for 1 hour integration time with a range resolution of 300m on 5th January
2011.

photon profile, and we compute the estimated temperature profiles for all 1000 real-
izations using the KKTl2 algorithm and observed that their variance is minimum in
comparison with the exact shape. This indicates that the KKTl2 manages to recover
the presence and intensity of the temperature curve at higher altitudes.

4.4.2 Error estimation in KKTl2 method for temperature retrieval

The KKTl2 method is a numerical method, and there is no analytical expression for com-
puting SE. The error in the temperature retrieved is analyzed using Monte Carlo Method.
Proper selection of seed pressure is important as it has more contribution to SE than all
other sources of errors like instruments, electronics used for counting, and geophysical
variabilities. The detailed procedure for the analysis of SE for the KKTl2 method is re-
ported in [100] and Table 4.3. The uncertainties due to seed Pressure in the temperature

Table 4.3: NARL Rayleigh Lidar System Uncertainty Budget. (.)/(.) shows the uncer-
tainty in channels with high and low intensity for the KKTl2 method.

Source 80km 70km 50km 30km
Detection Noise(ND) 6K/(.) 5K/(.) 1K/4K (.)/0.08K

Background Noise(NB) 0.5K/(.) 0.3K/(.) 0.3K/(0.8) (.)/0.02K
Seed temperature 4K 2K 0.5K -

Gravity(g) 0.1K 0.1K 0.1K 0.1K
Molecular Mass(Mdryair) 1K 0.05K 0.05K 0.05K

Method 15K 8K 3K 0.08K
Total Uncertainty 27K/40K 16K/(.) 4.8K/8.45 K 0.08K/0.33K

profiles are shown in Fig. 4.4 for the observed data on 5th January 2011. The uncertainty

63



variations are valid as the temperatures derived with KKTl2 using actual data and synthet-
ically generated data are identical.
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Figure 4.4: Temperature samples are obtained by randomly selecting seed pressure (P0)
that has a mean of P0true , and standard deviation of σ = 3.33%P0true , where P0 = 2.093×
10−3hPa at 95 km, (a) Synthetic count temperature profile, (b) Uncertainty in temperature
due to seed pressure uncertainty for 5th January 2011.

A relative comparison of temperature and SE retrieved using the HC method, SABER,
andKKTl2 method is given in Fig. 4.5. The average of all the cases is taken to arrive at the
overall increase in the measurement range of the instrument. The algorithm is tested with
varying seed pressure values to check its robustness. Improvement in the measurement
range is accounted for with respect to SE. The difference in SE for the two methods is
less than 6K up to 48 km as observed from Fig. 4.5. We noticed an improvement in the
measurement range by 6 km at higher altitudes where SNR is less. A SE of 8K is observed
at 78 km, and 84 km with the HC method, and the KKTl2 method respectively. The
improvement in measuring altitudes from a minimum of 4 km, and to a maximum of 7km,
and having an average height improvement of about 6 km. It has been observed from Fig.
4.5(e) and Fig. 4.5(g), that the temperature retrieved by the proposed method is warmer
than the temperature measured with SABER in the stratopause region by 5K.

An ensemble of temperature profiles retrieved using the KKTl2 method, for 1 hour
integration time of observed data in clear sky conditions from March 1998 to March 2020
in two days each month with a spatial resolution of 0.3 km, and temporal resolution of 4
minutes is given in Fig. 4.6. From Fig. 4.6(b) it is reported in [100] that “ the temperatures
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Figure 4.5: Comparison of temperature ((a), (c), (e), (g)) and SE ((b), (d),(f),(h)) using
HC, the Dictionary Learning technique for denoising, and the KKTl2 method for 28th

December 1998,11th January 1999, 16th January 2008, and 5th January 2011 initialized
with seed pressure of 2.093× 10−3hPa at 95 km.

retrieved with KKTl2 are lower than the temperatures retrieved with the HC method, and
the difference varies from 0K to 3K for most of the profiles and a maximum of 12K in the
height range of 70km to 85km. In the height range of 55km to 70km, the temperatures re-
trieved with theKKTl2 method tend to be warmer than the temperatures retrieved with the
HC method. The temperatures retrieved with KKTl2 are lower than those retrieved with
the HC method at the stratopause." The difference in temperatures retrieved with KKTl2
and the HC method is zero. However the difference in temperature(TKKTl2−THC) is< 1K

in the altitude range of 30km to 40km and < 3K upto 70km suggests that there exists bias
throughout the profile. The following possible reasons for the discrepancy between the two
methods are reported in [100]. Further investigations are required to reduce the SE to 0.5K

in the stratosphere and 2K in the mesosphere.
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Figure 4.6: Ensemble of temperature profiles and their difference with KKTl2 and HC
methods.

4.5 Summary

1. The problem of having low SNR at higher altitudes is addressed using Dictionary
Learning and Penalized Maximum Likelihood estimation.

2. The Dictionary Learning using thresholding is applied to improve SNR of lidar sys-
tem at higher altitudes.

3. The relation between atmospheric density and back-scattered photon counts is formu-
lated in the setting of Maximum Likelihood Estimation. The Maximum Likelihood
Estimation is penalized to further improve SNR at higher altitude.

4. The uncertainty in the temperature profiles in using the proposed algorithm is es-
timated using Monte-Carlo simulations. The uncertainty is found to be 27K at an

66



altitude of 80km.

5. The measurement range of Rayleigh Lidar system has improved by 6km in using the
proposed method for lidar photon count denoising.
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Chapter 5

Multi-Resolution Dictionary Learning

We propose a method for discriminating true data from the effects of unknown sources that
occur during the acquisition of data by combining Multi-Resolution Dictionary Learning
(MRDL) with Instantaneous Frequency Estimation (IFE). By decomposing the signals into
multi-resolutions, Wavelet Multi-Resolution Analysis (MRA) is used, all of which are per-
formed in the Wavelet Analysis domain (WA). The learned Dictionaries are then applied
to the measured data to extract the features. As a result of the promotion of sparsity and
IFE, we aim to extract hidden features in both magnitude and frequency domains of the
measured data. A use case is presented in which the proposed technique is implemented
and its importance is discussed in terms of identifying and extracting Doppler shifts that
occur as a result of horizontal wind in Gravity Wave frequency spectra.

5.1 Temporal and Spatial Feature Extraction

The temporal information can be extracted using Short Time Fourier Transform and Spa-
tial information can be obtained from Multi-Resolution Analysis. Data consists of hidden
information in it. Wavelets are used for understanding the behavior of a wave parameter
simultaneously in two domains (like temporal and spatial domains). To transform discrete-
time data to segmented into frames, we Fourier transform each frame, and we store the
magnitude and phase information for each frame in a matrix. The expression for Discrete
STFT is given in

STFT{x[n]}(m,ω) ≡ X(m,ω) =
∞∑

n=−∞

x[n]w[n−m]e−jωn (5.1)
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where x[n] is data, w[n] is the window, m is discrete, and ω is continuous, and during the
implementation, the STFT both the variable m and ω are discretized and quantized. When
selecting a window size, it is important to keep in mind that a narrow window has good
time resolution, at cost of poor frequency resolution, whereas a wide window has good fre-
quency resolution, but with poor time resolution. Window functions are selected based on
the application. If the frequency components of the original signal are well distinguished,
then we can sacrifice some frequency resolution for having a better time resolution as the
spectral components are well separated from each other.

Multi-Resolution Modeling or Multi-Resolution Analysis (MRA) mathematics have
applications in problems that have important features at multiple scales of spatial infor-
mation in the present case. MRA refers to the splitting of the original data into individ-
ual components, that produce the original signal back when all the components are added
together. The MRA analysis is related to wavelets or wavelet packets, and there also ex-
ist non-wavelet techniques that decompose any signal into multiple components. Several
other multi-resolution representation techniques are available, such as filtering, Steerable
pyramid [101], and Multi-Resolution Analysis (MRA) [10, 11, 102](Wavelet Packet De-
composition (WPD) in general). By choosing a range of parameters (space or time) in
bandpass filtering, the desired parameter of the required scale can be obtained. In mul-
tiscale representations, steerable pyramids are more suitable for higher-order differential
equations. An orthogonal wavelet filter bank can be used for the MRA. Each iteration de-
composes the measured parameter data into details and approximations. The extraction of
time-frequency features [103, 104] together with each resolution enhances the separation
of the contributions from the unknown sources. The MRA can also detect sudden transient
events like Wave Breaking in atmospheric remote sensing, and reductions or increases in
transfer of potential energy to surrounding environments as a result of Atmospheric Grav-
ity Waves. The changes are localized to certain spatial scales or frequency bands. These
changes are investigated by applying MRA to raw data that are not visualized from raw
data directly. We take the advantage of concept and apply this to suppress Doppler shift in
the spatial domain due to horizontal background wind along with the Dictionary Learning
technique. The MRA representation is done using Discrete Wavelet Transform. The Max-
imum Overlap DWT (MODWT) distributes the signal’s energy to all scaling coefficients
and detail coefficients.

An example of applying the Wavelet Maximum Overlap Multi-Resolution Analysis
(MODWTMRA) for decomposing the temperature perturbation profiles into details and
analysis coefficients is shown in Fig. 5.1, four minutes of time is given to each profile, and
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Spatial resolution is 300m. The Fig.5.1(a) represent the vertical temperature perturbation
profile, Fig. 5.1(b-g) represents the temperature perturbations with spatial resolutions of
0.6km, 1.2km, 2.4km, 4.8km, 9.6km, 19.2km, and 38.4km respectively. Also, MRA can
be used to identify the different frequencies of waves in temperature perturbations based
on variations in time.

5.2 Dictionary Learning In Wavelet Analysis Domain

The Wavelet Transform has advantage with respect to Dictionary Learning for its good
time-frequency characteristics. The mathematical expression for Dictionary Learning using
wavelets is given by

arg min ∥Y −WSDX∥2F subject to∥xi∥0 ≤ δ (5.2)

where D represents the learned dictionary, X represents the coefficient vector, Y is the
training data set, Ws represents wavelet transformation domain. δ is the number of nonzero
coefficients for each atom. The Dictionary Learning in the synthesis domain can also be
represented in the Wavelet Analysis(WA) domain as

argmin
D,X

∥WAY −DX∥2F subject to ∥xi∥00 ≤ δ ∀i (5.3)

where WA represent the Wavelet analysis operator.

Representation of y in terms of a dictionary D solves the problem

(P0,ϵ) min
x
∥x∥00 subject to ∥y −Dx∥2 ≤ ϵ (5.4)

(
PW
0,ϵ

)
analysis

min
x
∥x∥00 subject to ∥WAy −Dx∥2 ≤ ϵ (5.5)

where the goal here is to find the sparsest representation that can explain y as DX with
no more error than ϵ. The same problem is represented by (5.5) in the analysis domain as
equation 5.5.

5.3 Multi-Resolution Dictionary Learning

According to the methodology reported in [105], MRA combined with WPD can be applied
to discriminate when the measured data is influenced by another source. Block diagrams
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Figure 5.1: Decomposition of a temperature perturbation profile into individual spatial
scale profiles with details coefficients with 7 levels of decomposition.
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and flowcharts are provided in Fig. 5.2 and Fig. 5.3 for reducing the effects of other
sources in measured data. Combining WPD and Dictionary Learning results in the lowest
Reconstruction Error (RE) among multi-resolution representations.

Algorithm 5.1: Multi-Resolution Dictionary Learning(MScDL)
1 Input:tolerence(ϵ), regularization parameter(α), patch size, training data, test data,

no. of. iterations, type of wavelet, no. of. decomposition levels, no. of. atoms,
size of dictionary

2 Output:The Db combined with DWT, give the effective multi-resolution
representation.

3 if (SNR > 3) && (observation time ≥ 4 hours) then
• set Db = 0∀ bϵRK .

• Learn and update the Db separately for all
decomposition using KSVD.

• Solve the optimization problem (5.5) for sparse
representation of each band using the iterative
shrinkage Algorithm given in.

• Feed the learned Db and xb to IFE Algorithm
for the removal of Doppler Shift.

else
Look for other data.

end
4 end

The Dictionary is trained and updated using the procedure described in [56]. Dictio-
nary Learning in the wavelet domain uses the same training data as in the analysis domain
(WA) of Multi-Resolution decomposition. Figure 5.4 illustrates the structure of MRA and
Dictionary Learning of Fig. 5.2. In the wavelet analysis domain, sparse matrices and dic-
tionaries are created to represent temporal variations with specific resolutions as

∀b argmin
Db,Xb

∥(WAY)b −DbXb∥2F s.t. ∥xi,b∥00 ≤ ϵ (5.6)

where ϵ denote error tolerence(=10−2). Instructions for implementing MScDL can be found
in Algorithm 5.1. The Dictionary(Db) is produced by combining the fixed basis(B) with
Dictionary(D):

(Db)n′×K′ = Bn′×K′(D)n′×K′ (5.7)
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Figure 5.2: Internal representation of Multi-Resolution Dictionary Learning. Block num-
bers are displayed on each block so that the technique can be understood better.

where 1 ≤ b ≤ Q, and Q is count of wave decompositions that can be obtained from the
temperature perturbations after applying MRA. The kernel function is a fixed basis (Fourier
Transform, Wavelet Transform). .

(Pw
0 )

global min
x

∑
b

∑
k

∥∥[Way]
k
b −Dxk

b

∥∥2
2
subject to

∑
b

∑
k

∥∥xk
b

∥∥0
0
≤ ℓ (5.8)

||x||2,0 = ||β||0 (5.9)

where Db gives temporal information about AGW and xk
b gives information about spatial

analysis of AGW, β = [||b1||2, ||b2||2, ..., ||b′n||2]T , b1, b2...b′n are columns of x. The prob-
lem (5.8) can be solved with algorithm described in [69]. Sparse code recovery may be
expressed as equation 5.9 where ϵ coverges to l2-norm that denote noise. ||x||2,0 stands for
l2/l0 norm of x,

In the analysis domain, sparse coding is mathematically represented as (5.9). In the
analysis domain, patches are coded by using the BOMP algorithm, based on the appropriate
sub-dictionaries. As with single-scale dictionary learning, all operations are performed on
sub-dictionaries. The process can be viewed as (5.8), which takes pursuits on patches. The
sparse matrix is defined as constraints as ||x||2,0 in this work.
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Figure 5.3: Retrieval procedure for hidden features.
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5.4 Instantaneous Frequency Estimation

A Doppler-shifted version of the intrinsic frequency is observed. The rows of the sparse
matrix for each scale, give the temporal information of waves. Doppler Shift can be re-
moved using Instantaneous Frequency Estimation (IFE), [106, 107, 108] and a series of
steps in the methodology is shown in Fig. 5.5. Figure 5.5 is the internal representation
of reducing background wind effect by Instantaneous Frequency Estimation of Fig. 5.2.
The IFE utilizes Short-Time Fourier Transform (STFT), to get Instantaneous Frequency
(IF) vector. The peak of STFT distribution for each sampling interval is the IF. Projection
of time-frequency curve on the frequency axis is the Instantaneous Frequency. The re-
sampling sequence of IF’s is obtained by fitting data to time-frequency distribution curve.
When Doppler shift is present in a profile, each subsequent signal period will contain n of
time samples using equation 5.10.

n =
fs1
f1

=
fs2
f2

=
fs3
f3

= ... =
fsN
fN

=
fs
f0

= constant (5.10)
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Table 5.1: Anology between Atmospheric Gravity Waves and Multi-scale Dictionary
Learning

Block Name Input Output
(Block number)

Parameter Temporal Preprocessed
data (1) Variations data

MRA (2) Temporally Temporal profiles
varying data decomposed to 5 levels

Dictionary Learning, Each individual level Dictionary Matrix(Db),
Dictionary (3) of all temporal profiles sparse matrix(Xb)

Sparse (Db)i, (Xb)i ∀1≤ b ≤ Q; Xb after
Representation (4) 1≤ i ≤ n′ applying l2/l0 − norm

IFE(5) Xb IF vector, resampling
factor,Hidden Feature

Reconstruction (6) (Db)i, (Xb)i ∀1≤ b ≤ Q; Deff , Xeff ,
1 ≤ i ≤ n′ and Ŷ

where f1, f2, .., fN denote the IFs of the signal, fs1, fs2, ..., fsN indicate instantaneous sam-
pling rates of the signal with Doppler shift; fS , f0 denote the sampling rate and the IF of the
original signal and n denotes the sampling numbers per period of the signal. Consequently,
the resampling interval of the signal acquired is determined by

constant = fi × dti = f0 × dt (5.11)

where dti and dt represent the resampling interval of the signal with Doppler shift and the
given original signal without resampling, respectively.

5.4.1 IFE based on Time-Frequency Distribution (TFD)

For the present case, obtaining the IF’s through Time-Frequency distribution is more ben-
eficial.

fIFi
=

∑∞
i=−∞ f. ¯Pi(t, f)df∑∞
i=−∞

¯Pi(t, f)df
(5.12)

In equation 5.12, the IF is defined as the first moment of the Time-Frequency distribution.
There are two approaches to obtaining the IF. One is to calculate the IF from equation 5.10
directly, and the maximum of TFD is IF obtained using equation 5.12. The first one is
chosen in our study as it is the most suitable and valid one, and the mathematical repre-
sentation is given in equations 5.10 and 5.11. The first one is the most useful methods for
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Time-Frequency distribution analysis and has the advantages like easy interpretation, and
fast calculation. Discrete STFT distribution STFT(K ′, m′ ) is a matrix with K ′ rows and
m′ columns, where K ′ denote number of coherent process. There should be a maximum
value corresponding when there are more than one component in each column.

5.5 Reconstruction

The perturbation profile in the Wavelet analysis domain for y is expressed as

Deffx =

(⋃
b

⋃
k

Dbx
k
b

)
(5.13)

where
⋃

bDb gives temporal information about AGW and
⋃

k x
k
b gives information about

spatial analysis of AGW.

5.6 A Case Study: The Discrimination of Horizontal Back-
ground Winds on Gravity Wave Signatures

For the purpose of analyzing atmospheric gravity waves, we have to suppress the contri-
bution of other sources. The perturbations must be isolated from background sources that
develop instabilities. Using MRDL with sparsity promotion, with IFE, this work detects
and removes the effect of background wind [28] leading to Doppler-shift. GPS Radiosonde
(in situ) [109] and Meteor Radar [110] are used to validate the Doppler shift profiles.

There are discussions on effects of horizontal wind on Gravity Wave characteristics in
[28, 30] as: “A rise in horizontal energy density is observed in temperature perturbations
owing to background winds, and a decrease in vertical energy density at lower and higher
frequencies, respectively. However, the vertical energy density is observed to be high above
buoyancy frequency". The procedure for the extraction of Gravity Wave parameters from
Rayleigh Lidar data is explained in [111, 36]. The time, frequency and vertical height,
vertical wave number form the Fourier transform pairs.

5.6.1 Selection of Data Set and Processing

A temperature perturbation is obtained by retrieving temperature profiles using the algo-
rithm described in [100]. Vertical heights of GWs range from a few meters to kilometers,
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causing fluctuations in the middle atmosphere temperature. We collected test data on 21
April 2014 at 20:00 Indian Standard Time (IST) for the removal of background wind. For
training and testing, data with large temporal variations observed for more than four hours
and SNR > 3 is selected. These data selections were made to maintain acceptable SNRs
while maintaining a high resolution. Altitude and system noise limit the maximum and
minimum vertical wavelengths, respectively.An observation period of GWs is limited by
the integration time associated with individual profiles.

Data for training is a set of photon count profiles collected in 2014 with a SNR > 3.
The training data is 184×3046. The rows represent the vertical altitudes of the atmosphere
between 25.1 km and 80 km, whereas the columns represent temporal profiles in train and
test data. Test data is of shape 184× 60. For each wave, the learned dictionary and sparse
matrix are 184× 3046 and 3046× 60, respectively. Dictionary learning is performed with
a regularization parameter of 1, having error tolerance (ϵ) of 0.01, for 80 iterations.

Figure 5.6: Test data collected on 21st, April 2014. (a). Temperature profiles (b) Temper-
ature perturbations, (c) Frequency domain representation of temporal profiles (d) Identifi-
cation of the dominant vertical wavenumber

Figure 5.6 illustrates how to identify the dominant vertical wavelengths. Figure. 5.6(a)
provides temperatures at a four-minute resolution. An altitude-dependent temperature per-
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turbation and frequency spectrum can be seen in Figures 5.6(b) and (c). Fig.5.6(c) shows
that waves are with a dominant time period between 15 and 80 minutes. The present gravity
wave data is dominated by waves with vertical wavelengths between 4.2km and 7km and
10km to 15km. The vertical number dominance is observed between 2km−1 and 4km−1,
and vertical wavelength dominance is observed around 5km to 7km and 9km to 13km from
Fig. 5.6(d). Horizontal wavelength and intrinsic frequency are calculated using methodol-
ogy reported in [112] after compensating for background wind.

Figure 5.7: Temperature perturbations for photon profiles collected on 21 April 2014. (a)
λz = [4.5km, 4.8km], (b) λz = [4.5km, 4.8km] with dominant period of 15min to 60min.

The vertical wavelength band-pass filtering with lower-limit(λzL) and higher limit(λzH )
of 4.5km and 4.8km respectively is implemented on Fig. 5.6 and shown in Fig. 5.7(a). Fig.
5.7(b) shows spatially and temporally filtered temperature perturbations lasting between 15
minutes and 60 minutes. A contour plot of vertical wavelength-filtered temperature pertur-
bations plotted to both spatial and temporal scales identifies the monochromatic waves. As
can be seen from Fig. 5.7(b), one vertical wavelength cycle corresponds to bright and low-
intensity stripes along altitude. Monochromatic waves have a stationary pattern of either
propagating upwards or downwards and their amplitudes are time-independent.

After identifying the dominant vertical wavenumbers, the MRDL process is applied
to the wavelet analysis domain. We learn Dictionary and Sparse matrices separately from
the training set for each resolution based on the temperature perturbations. Using sparse
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coding phase, background wind contributions to the energy enhancement are corrected by
applying the l2/l0 norm for each wave, and background wind contributions to frequency
are corrected using the IFE method.

The proposed method is evaluated using performance indicators such as Minimum
Mean Square Errors (MMSE), Peak Errors (PE), and Reconstruction Errors (RE). Robust-
ness is measured using wavelet test signals as shown in Table. 5.2. An analysis of the
proposed method’s robustness against changes in both amplitude and frequency is con-
ducted using the Doppler test signal, testing sampling and quantization errors with block
signals, testing robustness against transient changes with bumps, and testing the method’s
phase variation and frequency variation with the heavysine test signal. From Table 5.2, it is

Table 5.2: Evaluating the performance of the algorithm with wavelet test signals

Test Signal Doppler Blocks Bumps Heavysine Chirp
MMSE 1.49e-2 8.32e-5 3.4e-6 1.06e-2 8.744e-12

PE 3.9 0.00981 8.501e-3 1.17 9.18e-5

evident that MMSE is lower for chirp signals. The Peak Error between the chirp signal and
the reconstructed profile is the lowest among other test signals. Better performance with
the Chirp signal reveals that the proposed method is more capable of handling frequency
variations by preserving them, which is useful for us in calculating the Doppler shift due to
background winds in the temporal perturbation profiles.

5.6.2 Selection of Parameters for Dictionary Learning and Frequency
Estimation

According to performance metrics and the time resolution required for separation, an op-
timal combination of Wavelet parameters is chosen, including how many decompositions
are made, what type of Wavelet is used , and selection of parameters in DL and IFE in
the algorithm. Wavelet types with the lowest RE value are chosen to determine how many
levels to decompose. From Table5.3, MMSE and PE are lower for the ’Haar’ Wavelet with
three levels of decomposition than with four levels.

5.6.2.1 Selection of type of Wavelet

The Fig. 5.8 illustrates a temporal profile decomposed into five levels with time periods of
8 minutes, 16 minutes, 32 minutes, 64 minutes, and 128 minutes. From Table 5.3 and Fig.
5.8, the combination of Haar’ wavelets with 4 levels of decomposition is used in this work.
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Table 5.3: Comparison of Performance Indicators according to Wavelet type and level of
decomposition (Q).

Q Wavelet db4 Haar sym4 coif4 fk4
RE 2.487e-12 2.487e-12 4.381e-13 4.377 9.912

1 PE 8.421e-13 5.511e-16 1.984e-13 1.124 0.9183
MMSE 1.862e-26 2.051e-32 6.878e-28 0.021 0.016

RE 8.115e-12 8.115e-12 1.049e-12 9.013 8.5270
2 PE 2.268e-12 7.771e-16 4.344e-13 1.9356 2.129

MMSE 8.578e-26 2.054e-32 3.539e-27 0.086 0.0756
RE 1.961e-11 4.425e-16 3.270e-12 7.793 7.973

3 PE 3.329e-12 1.221e-15 6.109e-13 2.1504 1.4071
MMSE 1.848e-25 2.958e-32 2.207e-26 0.077 0.090

RE 1.961e-11 8.881e-16 1.442e-12 1.877 5.846
4 PE 3.455e-12 8.881e-16 1.442e-12 0.721 1.612

MMSE 4.016e-25 2.054e-32 6.031e-26 0.008 0.043
RE 9.9128 4.035e-15 9.023e-12 3.902 6.342

5 PE 3.41e-12 9.92e-16 2.224e-12 0.790 1.769
MMSE 4.142e-25 2.052e-32 8.265e-26 0.018 0.052

In order to remove background wind from GWs, the number of levels of decomposition is
crucial.

5.6.2.2 Decomposition Levels

The number of levels of decomposition is unaffected by the amplitude of the background
wind-induced Doppler component. Decompose the profile into more levels, and the repre-
sentation will be more accurate under RE. A maximum of five levels of decomposition are
used for the present temporal profiles.

5.6.2.3 Patch Size

The performance of dictionary learning was examined using Doppler Shift profiles con-
taining different patch sizes are shown in Fig. 5.9(a). According to Fig.5.9(a), the patch
size of 2× 2 yields more insight into the Doppler shift variation than the other patch sizes.
Doppler Shift profiles become more biased towards maximum values as the patch size in-
creases. Doppler Shift information can be lost when patch sizes are large, and can be
observed from Fig.5.9(b-f).
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5.6.2.4 Window size

In this study, the window size is 20.6mHz. Depending on the required time resolution, the
window size is selected to separate background wind.

5.6.3 Applying MScDL Algorithm

The detailed procedure for applying the proposed method to reduce the effect of Doppler
shift due to horizontal background wind is given below.

1. Use training data to implement MRA.

2. Coefficients at each range bin for all the temporal profiles are divided into non-
overlapping individual blocks.

3. Determine the sparsity based on the dictionary learning algorithm on each scale using
(5.8).

4. Dictionary and sparse matrices are the results after representing each wave.

5. Reduce the effect of background wind by using equations 5.9 and 5.11.

6. The effective data representation is the union of all the data at different waves at each
altitude.

The procedure for the reconstruction of temperature perturbations is as follows.

1. For each wave, multiply the Sparse matrix with the appropriate Dictionary matrix.

2. Reconstruct the perturbation profiles by applying the IMRA to the sum of individual
resolution representations using (5.13).

For the present learned Dictionary, mutual coherence is 0.0485, that indicates the
learned Dictionary is efficient. By obtaining the hyper-parameters by grid search, and
tuning them with Wind Velocity data derived from Meteor Radar (MR) measurements, this
work achieves the best possible results in Dictionary Learning.

5.6.4 Retrieving Doppler Shift

The procedure for removing background wind is explained at the altitude of 45km as an
examples. The same procedure is repeated at all the altitudes.
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Figure 5.10: In order to better understand the IFE method, intermediate stages are ex-
plained for a single time profile at 45km height. (a) Temporal perturbation profile, (b)
time-frequency variation (c) determining IF, (d) estimating resampling factor.

Figure 5.10(a), illustrates the selected temporal profile, and shows it in both the fre-
quency and time domains with STFT, as shown in Fig. 5.10(b). The sampling frequency(f0)
for the STFT representation is 4.16mHz, window width is 20.64mHz. A graph of Instan-
taneous Frequency (IF) can be found in Fig. 5.10(c), which is calculated with (5.10). A
frequency range of 0.169mHz to 0.363mHz is observed for the IF. In order to reduce the
Doppler shift, the resampling factor needs to be applied to the time intervals. The sam-
pling frequency vector and the IF vector are fitted with non-linear least-squares with 95%

accuracy as shown in, Fig. 5.10(d). The fitting is done using the below equation

ˆfIF = a ∗ (fIF − b)n̂; a ∈ [−9.578e− 08, 4.272e− 07], b ∈ [1938, 1.102e+ 04] (5.14)

where a =1.657e-07, b =6478 and n̂ = 1. The resampling factor is determined by dividing
ˆfIF by fs. In order to determine the quality of the fit, we use SSE, R-Square, Adjusted

R-Square, and RMSE. Doppler shift and IFE-derived Doppler shift are the actual and pre-
dicted responses, respectively. As a result of the current fitting technique used in this work,
SSE, R-square, Adjustable R-Square value, and RMSE are 7.45e-7, 0.833, 0.732 and 4.98e-
4 repectively.

5.6.5 Validating with Insitu and Remote Sensing Instruments

Using the Rayleigh Lidar, IFE is able to obtain Doppler shift profiles in comparison to GPS
Radiosonde (in situ) and Meteor Radar (MR). We are able to obtain Doppler shift profiles
for height domains of 25km to 35km and 72km to 80km by substituting zonal wind data,
wind direction, and horizontal wavelength data.
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The dot product of the wavenumber and velocity vectors is the Doppler shift. Com-
parison of Doppler shifts between IFE and MR are shown in Fig. 5.11(a). At an altitude
of 70km to 76km, a percentage difference in the Doppler shift is observed of 0 to 3. When
retrieved from 24km to 32km heights, GPS Radiosonde Doppler profiles are in good agree-
ment with IFE Doppler profiles, as shown in Fig. 5.11(b). There is a 0 to 0.2 percentage
difference between the Doppler shift estimated by Radiosonde and the Instantaneous Fre-
quency Estimation. At altitudes between 30km and 80km, the Doppler shift can vary be-
tween 0mHz and 1.7mHz. For a comparison of the Doppler shift between HWM [113] and
IFE is given in Fig. 5.11(c). IFE is cross-correlated with MR and RS by 0.72 and 0.85, and
can be concluded from Fig. 5.12(a), and Fig. 5.12(b) respectively. Doppler shift profiles
derieved from wind velocities are compared with Doppler shifts retrieved from HWM is
shown in Fig. 5.12(c). In terms of cross-correlation, HWM and IFE are 0.7.

5.6.6 Addressing of background sources

When checking against background removal, the relative amplitude threshold (ae) [114,
112] defined as the wave amplitude required for thresholding against instabilities, assuming
a minimum Richardson number (Ri) greater than 0.25. The Ri greater than 0.25 ensures
the absence of instabilities. For the case where Ri ∈ [0, 0.25] corresponds to wave-induced
fluctuations, then a single vertical temperature (or density) profile provides the intrinsic
gravity wave frequency. The expression for amplitude threshold is given by

ae =
g|m|
N2

.
|T ′(z, t)|
|T0(z, t)|

; ae ∈ [0, 1] (5.15)

In order to consider a wind removal as successful, the remnants of wind (
〈
T ′(z, t)

〉
>

0) are smaller than the errors introduced by the instrument and the algorithm used for
the temperature retrieval. Precision and accuracy describe the error budget of an instru-
ment, where precision describes noise-like errors that affect measured parameters ran-
domly.Precision and accuracy describe the error budget of an instrument, where precision
describes noise-like errors that affect measured parameters randomly. As the background
is removed along with the errors characterized by accuracy, the uncertainty is more closely
related to precision than to accuracy. The method used for temperature retrieval for the
present work is KKTl2 algorithm [100]. The detailed procedure for obtaining an un-
certainty budget is given in [115]. If the visible spectrum wave lengths are being used,
uncertainty sources include detection of the signals, correction of saturation, extraction of
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background noise, and tying on the temperature to the top of the profiles, and ozone absorp-
tion. In addition to molecular extinction, gravity acceleration, and dry air molecular mass,
which are all determined by the instrument and data processing algorithm, the magnitudes
of these factors depend on instrument and algorithm [115], and the altitude of interest.
Equation 5.16 ensures that background wind is removed, and criteria are defined in [116].

< T ′(z, t) >remnant<< ∆TS +∆TR +∆TM (5.16)

where ∆TS represents systematic uncertainty, ∆TR represents random uncertainty, and
∆TM represents atmospheric temperature retrieval algorithm uncertainty.
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Figure 5.13: Temperature uncertainty budget for data of 21 April 2014.

Table 5.4: NARL Rayleigh Lidar System Uncertainty Budget. (.)/(.) denotes the degree
of uncertainty in high and low channels of Rayleigh Lidar.

Source 80km 70km 50km 30km
Detection Noise(ND) 6K/(.) 5K/(.) 1K/4K (.)/0.08K

Background Noise(NB) 0.5K/(.) 0.3K/(.) 0.3K/(0.8) (.)/0.02K
Seed Value 4K 2K 0.5K -
Gravity(g) 0.1K 0.1K 0.1K 0.1K

Molecular Mass(Mdryair) 1K 0.05K 0.05K 0.05K
KKTl2 method 15K 8K 3K 0.08K

Total Uncertainty 27K/40K 16K/(.) 4.8K/8.45 K 0.08K/0.33K

Temperature perturbations free of wind effect and the uncertainty associated with the
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instrument and algorithm for temperature retrieval [100] can be seen in Fig. 5.13 and
Table 5.4. The methodology for the calculation of uncertainty due to different sources in
the temperature profile is estimated using the procedure mentioned in [115]. There are
two major sources of uncertainty: detector noise and the algorithm used for temperature
retrieval. At 80km, uncertainty reaches a maximum of 20K to 40K. Dry air molecular
mass and gravity are considered negligible sources of uncertainty in temperature.

Table 5.5: Seasonal variations of the Doppler shift distribution function in 2014.

Season Winter Summer Southwest
Monsoon

No. of. Days 11 7 9
Vertical Wavelength(km) 2, 3, 5 to 7, 8, 10 to 15 8 to 12, 13 to 15 7 to 12

fdmax(mHz) 1.7 1.7 1.7
fdmin(mHz) 0.376 0.383 0.322
µ(mHz) 1 1.04 1.01
σ(mHz) 0.24 0.226 0.23

Skewness 0.186 -0.102 -0.08
Kurtosis -0.39 -0.14 -0.289
µ and σ represent average and standard deviation respectively.

5.7 Effect on Vertical Wavenumber in Reducing Doppler
Shift

The wind free profiles were reconstructed using equation 5.13. To examine the effect of
the reduction of Doppler shift on the vertical wavenumber, a relative comparison of refer-
ence vertical wavenumber power spectrum called source spectrum has to be made, with the
resultant vertical wavenumber spectrum calculated which is free from background wind
effect. The reference altitude can be chosen between the altitude range of 30km to 80km.
For the present work, the reference altitude is considered 45km. The source spectrum is
the spectrum at a reference altitude of 45km. Using Fourier transforms, we calculate it
at z = 45km at all sampling intervals. In the same way, the resultant spectrum consists
of the Fourier transformation of the vertical perturbation profile at all intervals obtained
before and after IFE at altitude z = z1, where the background wind is U = U(z1),
25km ≤ z1 ≤ 80km. Fig. 5.14 represents the relation between a wavenumber (m0)
with background wind U0 at the reference level and the wavenumber (m) obtained after
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Doppler Shift compensation, where mc represents the critical wavenumber. For the present
data, the critical wavenumber is 0.5km−1. Here the notation m0 indicates the parameter at
the reference altitude.

The refraction of wavenumbers is one of the dynamic processes that govern the verti-
cal wavenumber power spectrum. The reduction in the vertical wavenumber is studied by

m =
N

|ch − Ū cos(ϕ)|
=

N

|ch − 2πfd
k
|

(5.17)

where ch represent horizontal phase speed and fd is Doppler shift obtained through IFE.
Refraction is responsible for this reduction in wavenumber, refraction is responsible for this
reduction in wavenumber, which increases ω. The strongest effect of refraction is observed
near the neighborhood of critical wavenumber(mc) and the marked spectral tail is produced
as shown in Fig. 5.14. For the resultant spectrum, in the region between [m/mc,mM/mc]

and mM > m conservative Doppler shift dominates the spectrum. If the wavenumber(m)
is greater than a wavenumber(mM ), the effects of instabilities start prevailing. From the
figure, in the resultant spectrum, the value of m/mc is between 10 to 25, the region where
the Doppler shifting is dominant. For the Doppler wind compensated wavenumber, the
critical wavenumber shifts left towards the region where the turbulence and dissipation of
energy are dominant in the source wavenumber spectrum.

The seasonal variations of Doppler Shift and the intrinsic frequency are shown in Fig.
5.15(a), 5.15(b), 5.15(c) and 5.15(d), 5.15(e), 5.15(f) respectively. The Doppler shift distri-
bution is inferred from the histogram using a normal distribution. Skewness and Kurtosis
with 99.9 confidence intervals are given in Table 5.5. Winter is observed at the obser-
vational site from December to February, summer from March to May, and the North-
East monsoon from June to August. The South-West monsoon occurs from September to
November). The North East Monsoon season is not provided with data due to the non-
availability of data. Seasonally, the intrinsic frequency of the summer season is perfectly
correlated with altitude. The statistics in Table 5.5 indicate a clear deviation from normal
distributions for Doppler shift. The following inferences are made from Table 5.5.

1. During the South West Monsoon season, the minimum Doppler shift occurs, and
during all seasons, the maximum is 1.7mHz.

2. During the winter season, the Doppler shift’s standard deviation is higher, while
during the summer, it is lower.

3. Doppler shift distribution curves are moderately skewed in all seasons. The Doppler
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Figure 5.14: The refracted wavenumber(m) as a function of the source wavenumber(m0)
for data on 21 April 2014. The turbulent and Doppler-shifted regions are marked based on
the vertical wavenumber without background wind compensation. The value of m/mM is
25 and 35 with and without background wind reduction respectively.

Shift profiles in the South West Monsoon season follow a normal distribution func-
tion when the skewness is minimum. A large variation in the horizontal wind causes
the distribution function of the Doppler shift profiles to deviate from normal in the
Winter season.

A detailed study is conducted on reduction of background wind on the seasonal vari-
ations of vertical wavenumber. In the Winter Season, due to the background wind, the
instabilities start prevailing at a lower value of mM than the waves without background
wind. From Fig. 5.14 it is observed that because of the presence of background wind, the
waves will become absorbed (m0 > mM ) at lower vertical wavenumbers resulting in loss of
information about actual characteristics of Gravity Waves. The results are consistent with
the numerical studies and Gravity wave studies at the Gadanki location. The difference
in vertical wavenumber between seasons of Summer and South West Monsoon is smaller
because the distribution of Doppler shift follows a normal pattern in these seasons.
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Figure 5.15: Seasonal distribution of Doppler shift for data on 2014. (a) Winter, (b) Sum-
mer, and (c)South West Monsoon. The relationship between intrinsic frequency and alti-
tude during the (d) Winter, (e) Summer, and (f) South West Monsoon seasons.

5.8 Summary

1. Using MRDL and IFE, we distinguish the effect of background wind on temperature
perturbations.

2. Wavelet transforms are combined with learned dictionaries to produce a Multi-Resolution
Dictionary Learning algorithm.

3. The Dictionary is trained in discrete wavelet bands. As a result, learning is simple
and efficient. In the sparse coding scheme, the MRDL is incorporated.

4. Temperature perturbations are checked after reconstruction for remnants of back-
ground wind.

5. When compared to other seasons, the Doppler shift values in the Winter season dif-
fers significantly from the Normal distribution.

6. A study is conducted on seasonal variations of wind free temperature perturbations
to assess vertical wavenumber patterns.
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preted as the prevailing absorption of waves through critical layers.
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Chapter 6

Deep Kernel Dictionary Learning

Introduction of Kernel functions in the KSVD technique and conventional Dictionary Learn-
ing techniques improve the classification accuracy. The Kernel Dictionary Learning tech-
nique is used for solving non-linear problems having a high computational cost. It has been
proven in [117] that non-linear Dictionary Learning techniques are superior to their linear
counterparts.

6.1 Kernel Mapping

The Kernel mapping can be seen as a transformation to a higher dimension where the prob-
lems become linear. The function Ψ : X → Y represent the information of its domain(X)
and its co-domain(Y). The widely used definition of function Ψ : X → Y Ψ is a subset of
X × Y consisting of all the pairs (x,Ψ(x)) for x ∈ X . A linear classifier is used to solve
non-linear problems with the Kernel, with help of the Kernel trick. The kernel functions to
transform the inseparable data to the linearly separable data and transform them into higher
dimensions. The mathematical representation of the Kernel trick is given by

K(X, Y ) =< Ψ(X),Ψ(Y ) > (6.1)

where ‘K’ is kernel function, and X, Y are of n-dimensional. ‘Ψ’ represent the feature
map from n-dimension to m-dimension space (m > n). Any learning algorithm that can
be represented as the inner product of data can run kernel function and defined as kernel
method.

93



6.2 Kernel Approximations

The benefit of using the feature maps obtained explicitly in comparison with Kernel trick
is that they reduce the computational cost of learning when working with large data sets.

6.2.1 Mercer’s Theorem

The Mercers theorem can characterize which functions can be used as Kernel function. It
defines that any symmetric positive-definite functiom can be represented as “square of sum
of a convergent sequence of product functions". First, the Mercers theorem is explained
with a for a continuous Kernel as given by

K : [a, b]× [a, b]→ R (6.2)

where symmetric means that K(x, y) = K(y, x) for all x, y ∈ [a, b].

The Kernel semi-definiteness is guaranteed if the kernel satisfies the below equation.

n∑
i=1

n∑
j=1

K(xi, xj)cicj ≥ 0,∀x1, x2..., xn ∈ [a, b] (6.3)

where c1, ..., cn are arbitrary real numbers. Associated with the Kernel (K), there exists a
linear operator on functions defined by equation 6.4.

[TKψ](x) =

∫ b

a

K(x, s)ψ(s) ds, ψ ∈ L2[a, b] (6.4)

(g,Kg) = gT ·Kg =
N∑
i=1

N∑
j=1

giKij gj ≥ 0 (6.5)

where gi represent a positive semi-definite. Discrete analogy of Mercer’s Theorem The
definition of Mercers theorem in the discrete domain (6.5) is equivalent to a positive semi-
definite matrix. The matrixK of dimension N , that satisfies equation 6.5

6.2.2 Representer Theorem

f 7→ E ((x1, y1, f(x1)), ..., (xn, yn, f(xn))) + g (∥f∥) . (6.6)

94



f ∗ = argminf∈Hk
{E ((x1, y1, f(x1)), ..., (xn, yn, f(xn))) + g (∥f∥)} (6.7)

f ∗(·) =
n∑

i=1

αik(·, xi), αi ∈ R∀1 ≤ i ≤ n (6.8)

The Representer theorem states that a minimizer f ∗ of a regularized empirical risk func-
tional defined over an RKHS(Hk) can be expressed as finite linear combination of kernel
products evaluated on the input points in the training set data((x1, y1), . . . , (xn, yn) ∈ X × R)
that as a strictly increasing function and an arbitrary error functionE : (X × R2)n → R ∪ {∞}
as represented in equations 6.7 and 6.8. Representer theorems are practically useful as they
dramatically reduce the computational complexity of empirical risk minimization prob-
lems.

6.3 Kernel Dictionary Learning

Using Kernel theory, Dictionary Learning can be expressed as follows.

κ (x,x′) = ⟨Φ(x),Φ(x′)⟩ = Φ(x)TΦ(x′) (6.9)

Ki,j = κ(xi,xj) = ⟨Φ(xi),Φ(xj)⟩ , ∀i, j = 1..N. (6.10)

argmin
A,Γ

∥Φ(X)− Φ(X)AΓ∥2F s.t. ∀i = 1..N ∥γi∥0 ≤ q. (6.11)

As a result of using the feature space, Dictionary Learning optimization can be represented
by equation (6.11).
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6.4 Reproducing Kernel Hilbert Spaces

RKHS is the space relating to a kernel that generates all functions in the space(X). In the
RKHS, all evaluation functions are continuous.

Lx : f 7→ f(x) ∀f ∈ H. (6.12)

f(x) = Lx(f) = ⟨f, Kx⟩H ∀f ∈ H. (6.13)

Assume X be an arbitrary set and H is a Hilbert space of real valued functions on X .
At a point x, this function is evaluated over the Hilbert space of functions as represented
in equation 6.12. Another definition of the RKHS is through representing the evaluation
function as the inner product of f with a function Kx in H . Reproducing kernels are
characteristic functions for Hilbert spaces H from which the RKHS expressed in equation
6.13. Since Kx is a function defined on X ∈ R and as Kx is in H we have the transformed
equation 6.14.

Kx(y) = Ly(Kx) = ⟨Kx, Ky⟩H (6.14)

whereKy ∈ H is the element inH associated to Ly. The reproducing kernel can be defined
byH as a functionK : X ×X → R byK(x, y) = ⟨Kx, Ky⟩H .Kernel function(K : X ×X → R)
in terms of inner product is represented by

n∑
i,j=1

cicjK(xi, xj) =
n∑

i=1

ci

〈
Kxi

,
n∑

j=1

cjKxj

〉
H

=

〈
n∑

i=1

ciKxi
,

n∑
j=1

cjKxj

〉
H

=

∥∥∥∥∥
n∑

i=1

ciKxi

∥∥∥∥∥
2

H

≥ 0

(6.15)

where n ∈ N, x1, . . . , xn ∈ X, and c1, . . . , cn ∈ R.

6.4.1 Sampling Techniques

The sampling techniques are classified into two types: data-independent and data-dependent
techniques. The sampling techniques that depend on data are called Explicit Kernel Ap-

96



proximations and those that are independent of data are Implicit Kernel Approximations.

k(x,x′) = ⟨ψ(x), ψ(x′)⟩V (6.16)

Here the constraint is that the ⟨·, ·⟩V must be a proper inner product. The kernel trick
avoids the usage of explicit mapping techniques required for working with linear learning
algorithms to learn a nonlinear function. Using the Kernel trick, the kernel is expressed in
the form of a "feature map" ψ : X → V which satisfies equation 6.16

6.4.1.1 Implicit Kernel Approximations

1. Random Fourier Feature Generation: The Cosine and Sine functions are used
as basis functions in Random Fourier Feature generation. The sequence of steps
involved in the Random Fourier Feature generation [118] is given in Algorithm 1.

Algorithm 6.1: Random Fourier Feature Generation
(a) Input: Consider a shift-invariant Kernel K(x, y) = K(x− y).
(b) Compute: Fourier Transform p of the Kernel K:

p(ω) =
1

2π

∫
Rd

exp−jωTK(δd∆)

(c) Draw ‘L’ identical and independent samples (ω1, ω2 . . . ωL ∈ Rd) from ‘p’.

(d) Return: z(x) = 1√
L
[cosωT

i , sinω
T
i ] for all 1 ≤ i ≤ L, z ∈ R2L.

2. Quasi-Random Fourier Feature Generation: The Quasi-Random Fourier feature
[119] is a variant of Random Fourier Feature generation through Monte-Carlo sim-
ulations. In this technique, we draw samples in step(c) of Algorithm 1 using Monte
Carlo simulations.

3. Random Maclaurin Feature Maps The Maclaurin Feature maps are suitable for
polynomial kernels, and the detailed algorithm for the implementation is given in
[120].

4. Compact Random Feature Maps The data is encoded to a very high dimensional
space using like Random Maclaurin Feature Map and Johnson-Lindenstrauss random
projections. The detailed algorithm for implementation of Compact Random Feature
Maps is given in [121].
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Algorithm 6.2: Quasi Random Fourier Feature Generation
(a) Input: Consider a shift-invariant Kernel K(x, y) = K(x− y).
(b) Compute: Fourier Transform p of the Kernel K:

p(ω) =
1

2π

∫
Rd

exp−jωTK(δd∆)

(c) Generate: low discrepancy sequence t1, t2, ..tL
(d) Draw ‘L’ identical and independent samples (ω1, ω2 . . . ωL ∈ Rd) using ω = ψ−1(t).

(e) Return: z(x) = 1√
L
[cosωT

i , sinω
T
i ] for all 1 ≤ i ≤ L, z ∈ R2L.

6.4.1.2 Explicit Kernel Approximations

These types of Kernel approximations are data-dependent. This kind of technique can be
used for any kernel functions while the earlier mentioned techniques for feature generation
are suitable for shift-invariant kernel and polynomial Kernels respectively. The well-known
technique of the Explicit Kernel Approximation is the Nystroem Method [122, 123, 124].
The basis function in the case of Nystroem method is obtained by sampling the training
example, unlike data-independent sine and cosine basis functions. Relative comparison
between the Nystrom method and Random Fourier Feature generation is reported in [123].

6.4.2 Properties of Kernel Functions

Consider any Space X and K1(., .), and K2(., .) over the space X . Then K(., .) is a kernel
with the following properties being satisfied.

1. k(x, y) = K1(x, y) +K2(x, y)

2. k(x, y) = aK1(x, y) where a > 0

3. k(x, y) = f(x).f(y) for any function f on X

4. k(x, y) = K1(x, y).K2(x, y)

5. k(x, y) = K1(x,y)√
K1(x,x)

√
K1(y,y)
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6.5 Inclusion of Kernels in Dictionary Learning

A discussion of introducing kernels in dictionaries [117, 125, 126] and suggests a method
to learn deep kernel dictionaries. Let Ψ : Rn → F translate Rn through F. To carry out the
feature map explicitly in higher dimensional spaces, Mercer Kernels are commonly used.
The Mercer Kernel is a mathematical expression κ(x,y) mapped onto yi to produce a
semi-definite matrix κ(yi,yj). The dictionary model used in this study is D = BA, where
B represents the predefined basis, and A is an adaptive dictionary. Data Y in the feature
space is represented as Ψ(Y) and a learned Dictionary is represented as Ψ(D). Feature
space learned dictionary can be found by

Ψ(D) = Ψ(Y)A (6.17)

The mathematical expression for KDL is represented below. In [117] reported that
non-linear Dictionary Learning is better at discriminating features than linear Dictionary
Learning.

argmin
A,X

∥Ψ(Y)−Ψ(Y)AX∥2F s.t. ∀i = 1..n ∥X i∥0 ≤ T0. (6.18)

where T0 represents the sparsity.

∥Ψ(Y)−Ψ(Y)AX∥2F = tr((I−AX)TK(Y,Y) (I−AX)) (6.19)

[K(Y,Y)]ij = [⟨Ψ(Y),Ψ(Y)⟩]ij = κ(yi, yj) (6.20)

KDL’s classical optimization problem (6.18) is solved using MOD or KSVD, and the
objective function is expressed in equations(6.19) and (6.20).

6.6 Deep Dictionary Learning

Atmospheric Remote Sensing has seen a significant increase in application of Deep Learn-
ing techniques, as these technologies provide significant solutions for both feature extrac-
tion and classification tasks. It is possible to use Deep Learning in a wide variety of at-
mospheric remote sensing applications, including detecting turbulence [127], estimating
atmospheric gravity wave parameters [40], retrieving parameter profiles [128], detecting
the height of atmospheric boundary layers [129], improving air quality prediction [130],
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and forecasting [131].

Through the introduction of kernels, DL is applied to nonlinear problems, resulting in
more straightforward classification and regression tasks if the data are projected to higher
dimensional feature space. In [117] it is reported that kernels in sparse representations have
been introduced into the KSVD Dictionary Learning, called Kernel KSVD (KKSVD) and
this is the foundation for the proposed method. As part of KKSVD, a "Base Dictionary"
is learned in which all signals are represented, and a "Coefficient Dictionary" in which the
Base Dictionary is updated.

Complementing Deep Learning with Dictionary Learning (DDL) [132] , uses a multi-
layer feature extraction. The Sparse matrix (X) and Dictionary (D) are learned from the
output of each Neural Network. The Sparse matrix obtained at the previous level serves
as input data to the Neural Network. When the Dictionary is learned from the individual
layers, it performs differently from the Dictionary learnt from the overall neural network
model. An increase in layers increases the likelihood of overfitting. BN is used at the end
of each layer to overcome the over-fitting problem.

The Deep Dictionary Learning algorithm [132], a recent algorithm introduction, en-
hanced the capability of LSTM Autoencoders, Convolution Neural Networks, and K-SVD
Dictionary Learning. It is more efficient to detect sudden and short-duration abnormal
events by including Kernels into Deep Dictionary Learning. A case study using satellite
data is provided to demonstrate the significance of the proposed method in detecting Wave
Breaking events (AURA-Microwave Limb Sounder). Data from ground-based RL and MR
measurements are used to validate the proposed methodology for Wave Breaking event
detection.

6.6.1 Greedy Deep Dictionary Learning

In the work reported in [133], the representation of Dictionary Learning methodology in
terms of Deep Learning and using of basic blocks for Dictionary Learning for creating Deep
Neural Networks are explained. In this technique, the Deep architecture is not learned in a
single step, is learned greedily [134]. The learning of Dictionaries in a greedy fashion has
the following advantages.

1. Learning with basic blocks is easy.

2. Selection of learning parameters for learning the network is easy. It also avoids the
problem of overfitting the parameters.
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Ideally, we solve the optimization problem below

min
D1,...DN ,Z

∥Y −D1Φ(D2Φ(. . .Φ(DNZ)))∥2F + ∥X∥1 (6.21)

We solve the optimization problem, layer by layer. For the 1st layer the problem is

Y = D1X1; X1 = Φ(D2(Φ(D3 . . .ΦN ′X))) (6.22)

After learning the coefficients for the 1st layer, the second layer can be learned as a single
layer of Dictionary Learning as expressed by

Φ−1(X1) = D2X2 (6.23)

Repeating the same process upto the penultimate layer, we get,

XN−1 = Φ(DNX)⇒ Φ−1(XN−1) = DNX (6.24)

At the last layer of Neural Network, the optimization problem is given below and is solved
using alternating minimization.

min
DN ,X

∥Φ−1(XN−1)−DNX∥2F + µ∥X∥1 (6.25)

Y

D₁ D₂

X₂

Figure 6.1: Deep Dictionary Learning Schematic Diagram

6.7 Deep Kernel Dictionary Learning Methodology

Sub-section 6.6 discussed Deep Learning’s relationship with Dictionary Learning, the in-
troduction of Kernels, and Deep Dictionary Learning’s techniques. In Algorithm 6.3, the
DKDL procedure is given for any sort of activation or kernel function. Even when there is
a linear activation function, there is no single dictionary that can represent dictionaries at
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Algorithm 6.3: Training algorithm for any activation and Kernel function
Input: Initialize Di∀1 ≤ i ≤ N ′

1. For the 1st level, repeat until convergence.

X1 ← min
X
||Y −Ψ1(Φ1(D1X))∥2F ; D1 ← min

Ψ1(D1)

∥∥Y −Ψ1(Φ1(D1X))∥2F

2. For all the levels (ie., the effective Deep Kernel Dictionary Learning problem),
repeat until convergence.

Y = ΨN ′

(
YN ′ ..

(
Ψ2

(
Y2(Ψ1(Y1))

)))

X ′
N ← min

X′
N

∥∥∥∥∥Y −Ψ1(D1)Φ1

(
Ψ2(D2)Φ2

(
. . .ΨN ′ΦN ′

(
DN ′X

)) )∥∥∥∥∥
2

F

+λ ∥XN ′∥1

D′
N ← min

ΨN′ (DN′ )

∥∥∥∥∥Y −Ψ1(D1)Φ1

(
Ψ2(D2)Φ2

(
. . .ΨN ′ΦN ′

(
DN ′X

)) )∥∥∥∥∥
2

F

+ λ ∥XN ′∥1

Algorithm 6.4: Linear Activation Function and Kernel Function Testing
1. Getting an effective Dictionary from individual Dictionaries.

D = Ψ1(D1)Ψ2(D2)...ΨN ′(DN ′)

2. Implement the Sparse coding for the test sample data(Ytest)

Xtest = min
Xtest

||Ytest −DXtest||2F + λ|||Xtest||1
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Y

D₁
D₂

X₂X₁

Figure 6.2: Layer-wise schematic diagram of Deep Dictionary Learning

Algorithm 6.5: Testing Algorithm for non-linear activation
1. Generate features for the first level

X1 ← min
X
||Ytest −Ψ1(Φ1(D1X))∥2F ;

2. Generate features for the final level

Xtest = min
Xtest

∥∥∥∥∥Ytest −Ψ1(D1)Φ1

(
Ψ2(D2)Φ2

(
. . .ΨN ′ΦN ′

(
DN ′Xtest

)))2

F

+ λ ∥Xtest∥1

multiple levels since the Dictionary Learning is bi-linear. As an example, if the sample has
a dimensionality of m, if the first dictionary has a size of m×n1 and the second dictionary
has a size of n2 × n3, then we can get an effective dictionary of size m× n3.

Kernel functions can be included in two ways: either using the Kernel Trick or explic-
itly using techniques reported in [135, 123, 122] that use feature maps. The Kernel Trick is
not as efficient when working with large data sets as explicit feature maps. Instead of using
the Nystroem method for Kernel approximation, we use the Kernel Trick.

Implementation of (6.17) and (6.20) in (6.22) and (6.21) leads to the DKDL Algorithm
6.3 and KSVD is used to solve the optimization problem. A single effective Dictionary can
be obtained by combining the kernel transformed dictionaries. Procedure to get an effective
dictionary is given in Algorithm 6.4 and l1-minimization is used to obtain the features. The
testing phase cannot be implemented using a single dictionary for non-linear activation
functions. Tests are conducted according to the procedure described in Algorithm 6.4.
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Figure 6.3: Feature detection with Deep Kernel Dictionary Learning. T 2 and SPE met-
rics exceeding the threshold limit denote a feature has been detected. In Deep Dictionary
Learning, the highlighted block represents how kernels are incorporated.

6.7.1 Relevance To Existing Algorithms

The proposed DKDL is compared here with CLSTM, KCLSTM, and a generalized Auto-
Encoder. The configuration of neural networks used in each differs. CLSTM, KCLSTM,
and DKDL use different Kernel functions. The DKDL algorithm 6.6 is an variant of Auto-
Encoder. Alternatively, we can find sparse representations through learning a dictionary
that is similar to denoising AE as reported in [132]and represents a linearly activated hidden
layer. Using Algorithm 6.3, we get the following mathematical expression for Dictionary
Learning as represented by

Ŷ = Ψ1(D1)

(
Ψ2(D2)

(
. . .ΨN ′

(
DN ′X

)) )
= DSX (6.27)

∥∥∥Y − Ŷ ∥∥∥2
F
+ λ ∥X∥1 (6.28)

where DS and DA denote the effective dictionary for linear activation functions in the syn-
thesis domain and analysis domain, respectively. By ignoring the sparsity term of (6.28),
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the optimization problem is given by below equation that contains a denoising auto-encoder
[136].

||Y −DSDAŶ ||2F (6.29)

6.7.2 Kernel Maps of Data Independence

This groundbreaking idea originated from the work described in [137]. Our work uses
Radial Basis Functions (RBFs) that are data independent. The Fourier Transform of the
RBF kernel κ(∆) = exp(−∆

2σ2 ) represents the normal probability distribution pk(ω) ∼
N (0, 1/σ2), where ∆ = ||xi − xj||2F . As a result, the features correspond to making a
matrix Ω ∈ Rk×p where ωi,j ∼ N (0, 1) and multiplying it with the signal(Y) and calculat-
ing the sin(.) and cos(.) of the each component. The relative advantages and disadvantages
of data-independent and data-dependent Kernel maps is given in [138].

6.7.3 Limitations And Improvements

As the number of layers in a NN increases, solving optimization problem becomes difficult
in Algorithm 6.3 increases and kernels must be explicitly approximated. This method is
known as the Nystroem method.

6.7.4 Comparison to Existing Methods

The DKDL method is validated with CLSTM, KCLSTM, and DDL. Each method aims to
determine the weights of the network, represent the data, and extract features. They differ
from each other in linear, non-linear, and Dictionary Learning based feature extraction
applications. There is no relation between the proposed methodology and the hierarchical
or structured dictionary learning techniques. Generally, all DL techniques are single level
learning techniques and relationships are between the atoms within the dictionary.

6.8 Detection of Atmospheric Gravity Wave Breaking

Through the MLS-AURA satellite data, the altitude of the atmosphere is calculated based
on vertical temperature profiles ranging from 316hPa to 0.001hPa. From 2014 to 2019, all
global gravity WB events were mapped to temperature perturbations using MLS. Prepro-
cessing steps are carried on data to achieve a spatial resolution of 0.3km, the training data
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Algorithm 6.6: Feature detection using Deep Kernel Dictionary Learning
Input: tolerence(ϵ), regularization parameter(λ), dropout, learning rate, Batch

size, patch size, no. of. dense layers, no. of. cascaded Neural Networks,
Kernel function, and sampling rate in Kernel function.

Output: feature detection of variable in both Spatial and Temporal domains
Data: training data, test data, and validation data set
Result: Spatial feature detection

1 if (no. of. Networks> 0) and (all parameters> 0) then
1. Calculate the effective Dictionary matrix and Sparse matrix using Algorithms 6.3,

6.4, and 6.5.

2. Calculate the T 2-metric and SPE metrics.

3. Determine the threshold(Q) values for the T 2-metric and SPE metric using Kernel
Density Estimation.

if (T 2 > Q) and (SPE > Q) then

1. Detection of features.

2. Validate the detected features with data collected using in-situ instruments.

3. Calculate the Detection Rate and False Detection Rates.

else
No feature will be detected.

end
end
else

1. Change the NN’s parameters to improve the detection efficiency.

2. Even if the feature is not detected, move to another data set.

.
end

2 end

has a size of 128, where rows represent altitude varying between 25.1km and 80km, and
columns represent latitude variations (−82oS to +82oN) of Wave Breaking events.

A wave breaking event was observed on 21 April 2014, 7 April 2014, and 09 January
2015 in temperature perturbation and velocity perturbation obtained with RLS and MRS,
respectively, and other test data were used to validate the proposed method. The test data is
choosen on satellite overpass ([13oN, 14oN ], [79oE, 80oE]) over the Gadanki region. The
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Figure 6.4: Architecture of DKDL to detect wave breaking events.

DKDL algorithm is applied on above mentioned data. Every day, the test data is 128×256,
with rows indicating spatial resolution and columns indicating latitude as 13oN to 14oN .

Using the previous literature pertaining to this study, we selected the grid search space
for tuning hyper-parameters. In this case, the learning rate is set between [10−3, 10−4],
and the batch size and dropout parameters are determined accordingly. In order to learn
convolution neural networks, linear activation functions α of 0.011. Details about the layers
in the Neural Networks are given in Table 6.1 and a specification of the hyper-parameters
used in NN training is given in Table 6.2. Radial Basis Kernel is used in the current analysis,
and the regularization parameter λ is 0.01.

6.8.1 Application and Evaluation Of The Proposed Method

Ten epochs of training result in a stable loss, as shown from Fig. 6.6. Therefore, in the
present experiment, the network will stop learning after 20 epochs. Each iteration uses
10 samples, which means 10 samples are used per batch. As performance indicators, the
Kernel function is used to calculate DR and FDR, comparison is done with CLSTM and
KCLSTM. CLSTM is rigorously used for feature detection. KCLSTM and CLSTM detect
features well, but cannot capture significant ones. It is impossible to separate abnormal
points from the original data. Using CLSTM and Kernel DL, all features can be detected
with a DR of 100%.

The Fig. 6.8 shows the SPE metric and T 2 metric calculated using data from 21 April
2014. Wave-breaking events are detected when both metrics exceed the threshold limit. At
75km, the WB altitude is detected. For the purpose of explaining the method, the above-
mentioned data is provided.

The Table 6.3 and 6.4 evaluate the proposed method under varying kernel approxima-
tion components. By increasing the number of kernel approximation components, feature
detection should become more efficient. A Kernel approximation with size of 128, which
takes 12.57 seconds to train, has the highest DR of 0.95. For the present study, 128 Kernel
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Table 6.1: Specifications of input, and output to DKDL algorithm

Network Layers Output Shape Parameters
Conv2D (None, 128, 64, 32) 7520

LeakyReLU (None, 128, 64, 32) 0
MaxPooling (None, 64, 32, 32) 0

Conv2D (None, 64, 32, 64) 18496
LeakyReLU (None, 64, 32, 64) 0

CNN MaxPooling (None, 32, 16, 64) 0
Conv2D (None, 32, 16, 128) 73856

LeakyReLU (None, 32, 16, 128) 0
MaxPooling (None, 16, 8, 128) 0

Dense (None, 16, 8, 128) 16512
LeakyReLU (None, 16, 8, 128) 0
InputLayer [(None, 128, 1)] 0

lstm_1 (None, 128) 66560
repeat_vector_1 (None, 128, 128) 0
repeat_vector_2 (None, 127, 128) 0

LSTM lstm_2 (None, 128, 128) 131584
lstm_3 (None, 127, 128) 131584

time_distributed_1 (None, 128, 1) 129
time_distributed_2 (None, 127, 1) 129

Table 6.2: Least validation loss corresponding to regression models

Hyper-parameters DKDL KCLSTM CLSTM
Learning rate(e− 4) 5.40 9.70 7.20

Droupout 0.80 0.80 0.80
Dense Layers 1 1 1

Batch size 3 3 3
training loss 1.95E-4 1.60E-4 4.73E-4

validation RMSE 1.82E-4 3.64E-5 1.97E-4

approximation components are used, and both DR and FDR are assessed the same way.

Table 6.5 and 6.6 show the DR and Threshold limits for T 2 and SPE metric statistics.
As a result of the experiments, DKDL appears to perform better than any other method in
finding features, and inclusion of Kernels in DKDL improve the DR. Table 6.6 shows the
thresholds for T 2 and SPE metrics calculated using KDE for each data set to detect wave
breaking event. Ideally for a having a good DR, threshold limit must be high for T 2 and a
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Figure 6.5: CLSM, KCLSTM, and DKDL architectures.

Table 6.3: Characterization of DR against Kernel components

No. of. components KCLSTM DKDL
64 0.50 0.40
128 0.45 0.95
256 0.50 0.40
512 0.50 0.75

Table 6.4: Characterization of Time(seconds) against Kernel components

No. of. Components KCLSTM DKDL
64 8.14 11.19
128 8.44 12.57
256 11.47 13.73
512 10.08 15.44
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Figure 6.6: Accuracy and loss curves for data on 21 April 2014. (a) and (b) DKDL, (c)
and (d) KCLSTM, (e) and (f) CLSTM .
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Figure 6.7: Wave Breaking event detection on 21 April 2014 . (a) SPE static and (b) T 2-
static.

low for SPE.

Table 6.7 compares the three methods. For all three methods, the network parameters
used for training are same and FDR is lower than 6%. Comparing CLSTM, KCLSTM, and
DKDL, CLSTM has the largest training error and lowest DR based on SPE. CLSTM and
KCLSTM produce poor results compared to DKDL.
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Table 6.5: Gravity Wave breaking Detection Rate (DR) based on T 2 metric(SPE metric)

Data CLSTM KCLSTM DKDL
07 April, 2014 0.41(0.47) 0.47(0.76) 0.70(0.95)
21 April, 2014 0.50(0.95) 0.25(0.50) 0.60(1.00)

09 January, 2015 0.21(0.89) 0.61(0.80) 0.80(0.90)
Average 0.37(0.77) 0.44(0.68) 0.70(0.95)

Table 6.6: Threshold limitsT 2(SPE metric) for the detection of Gravity Wave Breaking

Data CLSTM KCLSTM DKDL
07 April, 2014 8E3(12E-5) 8E3(1E-5) 8E3(15E-5)
21 April, 2014 8E3(10E-5) 8E3(1E-5) 20E3(15E-5)

09 January, 2015 15E3(25E-5) 20E3(0.3E-5) 15E3(16E-5)
Average 10.3E3(15.6E-5) 12E3(0.76E-5) 14.3E3(15.33E-5)

Overall, the proposal performs better than 6% against false detection as shown in
Table 6.8. From Tables 6.5 and 6.8, the DRs and FDRs of T 2 and SPE static are better than
existing methods in terms of feature extraction.

Table 6.7: Characterization of DR with respect to training loss

Method Loss DR(T 2) DR(SPE)
CLSTM 2% 40% 60%

KCLSTM 0.4% 40% 65%
DKDL 0.027% 70% 90%

Table 6.8: Characterization of False Detection Rate(FDR)

Data CLSTM KCLSTM DKDL
07 April, 2014 0.03(0.04) 0.02(0.05) 0.04(0.04)
21 April, 2014 0.05(0.02) 0.07(0.05) 0.04(0.04)

09 January, 2015 0.05(0.04) 0.04(0.04) 0.04(0.08)
Average 0.043(0.033) 0.043(0.046) 0.04(0.053)
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6.8.2 Validation of the proposed method

The detected wave breaking events are validated by RL and MRS measurements as shown
in Table 6.9 and Fig. 6.8. On the reported days, the Wave Breaking patterns are also seen
in the temperature perturbations and the velocity perturbations obtained with the MRS.
Identifying Wave Breaking [37] from Atmospheric density, and Wind profiles is through
identification of large negative gradients(10Kkm−1) (2.25) of temperature, exchange of
potential energy(2.23) to environment, and a strong wind shear of −40ms−1km−1 ( indi-
cate the presence of reduced convective and dynamic stability (2.25) and (2.23)). Reduction
in Convective stability is observed when the potential temperature contours get steepen as
observed from Fig.6.8(e).

Figure 6.8: Ensuring occurrence of a wave breaking event. (a) vertical wavenumber dom-
inance , (b) Wave progression, (c) Meridional Wind velocities, (d) temperature gradient,
and (e) Potential Energy(Ep) obtained on 21 April 2014. The rectangle markers denote the
breaking altitudes

From Fig. 6.8(a), a dominant vertical wavenumber was found to be 1.046Kkm−1.
It is observed that there is a large negative temperature gradient of 13Kkm−1 and strong
wind shear of −40ms−1km−1 is observed from Fig. 6.8(b), Fig. 6.8(d) and Fig. 6.8(c)
respectively. Potential energy transfer(Ep) is shown at 75km altitude in Fig. 6.8(e) and
shows that Wave Breaking has taken place. It is possible to verify the instability of the
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Table 6.9: Threshold limits for DR and FDR based on T 2(SPE) metrics using Deep Kernel
Dictionary Learning

Data Loss DR FDR Threshold limit
07 February, 2007 0.023% 1(0.97) 0.01(0.01) 10E3(14E-5)

22 November, 2017 0.043% 0.99(0.99) 0.02(0.01) 14E3(15E-5)
08 December 2017 0.025% 0.83(0.96) 0.15(0.04) 16E3(12E-5)
05 January, 2018 0.034% 0.95(0.96) 0.05(0.02) 15E3(8E-5)

Table 6.10: Characteristics of Gravity Wave Breaking Events.

Data H(km) Ri −dT/dz(K/km−1) log[Ep](J/kg)
07 February, 2007 76 -1.80 13 3.00

21 April, 2014 75 -1.00 12 2.40
07 April, 2014 73 -1.50 14 2.65

09 January, 2015 72 -1.20 12 2.40
22 November, 2017 77 -2.00 14 2.50
08 December, 2017 75 -0.50 12 2.80

05 January, 2018 78 -0.20 11 3.30

atmosphere created by Wave Breaking by using equations 2.23, and 2.24. Wave Breaking
events for the data listed in Table 6.10 are shown in Figures 6.9,6.10, 6.11, and 6.12.
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Figure 6.9: (a) Detection of Wave Breaking event based on SPE metric, (b) Wave Breaking
event detection using T 2 metric based on temperature perturbations for data collected on
22 November 2017.
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Figure 6.10: (a) Wave Breaking event detection using SPE metric, (b) Wave Breaking event
detection using T 2 metric based on temperature perturbations measured on 2 February
2007.
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Figure 6.11: (a) Wave Breaking detection using SPE metric, (b) Wave Breaking detection
using T 2 metric based on temperature perturbations measured on 21 April 2014.

6.8.3 Applicability Of the proposed method

Non-linear optimization problems have a higher classification accuracy than linear opti-
mization problems. The formed effective Dictionary is capable of detecting features in a
very effective manner due to the multi-level dictionary learning capabilities. The proposed
method is more effective if:

1. There is a non-linear learning problem (as most optimization problems are non-
linear), and achieving high classification accuracy. Using DDL, optimization prob-
lems can be solved more accurately.
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Figure 6.12: (a) Wave Breaking event detection using SPE metric, (b) Wave Breaking
event detection based on T 2 metric from temperature perturbations collected on 5 January
2018.

2. With few test data, it requires fewer neural network layers for feature detection. Ker-
nel approximation has a lower computational complexity.

3. Compared to other kernel functions, the RBF kernel in DKDL can identify transient
events more effectively. Atmospheric Gravity Wave Breaking is the term used here to
describe sudden transient events. Thresholding reveals breaking events in the proba-
bility distribution of RBF kernel.

6.9 Summary

1. A Deep Kernel Dictionary Learning algorithm is tested to detect Gravity Wave break-
ing events with a case study.

2. The proposed method can serve as an effective method for detecting transient events
such as Wave Breaking, Turbulence, and Lightnings.

3. Detecting patterns of aerodynamic parameter or process can be accomplished by
applying the proposed method to any data.

4. In the long run, we must solve the issues associated with this new methodology.

5. In the future, research might blend other AI solutions into Gravity Waves, thus mov-
ing this technology forward.
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6. Kernel functions enhance the detection of transient events in Deep Dictionary Learn-
ing.

7. It was shown that the proposed methodology provides a detection rate of 95% in
cases where Gravity Waves break.
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Chapter 7

Conclusion

The reduction in the measurement range of the Rayleigh lidar system over time is addressed
using signal processing techniques, and useful results have been obtained. The main high-
lights of this work are:

1. The dictionary learning technique is used for Rayleigh lidar signal denoising.

2. An iterative method for atmospheric temperature retrieval is presented by solving a
penalized maximum likelihood method to reduce the SE.

3. Monte Carlo simulations are used to calculate uncertainties in retrieved temperatures.

4. Both methods in combination improved the measurement range of the Rayleigh lidar
system by 6 km.

5. There is a reduction in the SE when photon counts data are denoised using the dic-
tionary learning technique in combination with the KKTl2 method.

MScDL and IF are used to reduce the effect of other background sources. Wavelet
decomposition is used to decompose the data to different temporal resolutions. In the
Wavelet analysis domain of the Wavelet transform, dictionaries are trained for all decom-
position levels. DWTs, DCTs, and single-resolution learned dictionaries are outperformed
by learned effective dictionaries. In the frequency and amplitude domains, the algorithm is
better suited to measured data, affected by background. We apply the proposed Multi-scale
Dictionary Learning algorithm to Gravity Wave signatures to reduce presence of wind in
GW’s. Doppler shift is examined in relation to Wavelet type, decomposition levels, patch
size, and Window size. Using the MScDL, Harr Wavelets with four decomposition’s and
patches of 2×2 are selected chosen. Based on data from RS, MR, and HWM, the frequency
shifts at various altitudes are compared with the Doppler shift profiles. Reconstruction of
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the profiles is necessary to determine whether the temperature perturbations contain any
background wind remnants. During Winter, the Doppler shift distribution departs from
normal distribution compared to other seasons, as shown in the study on seasonal varia-
tions.

Based on the Dictionary Learning method and kernel adaptations, we propose a method
for detecting Wave Breaking events. The method is called “DKDL”. Fourier features are
used to implement Kernel approximations. As a result of cascading features from one
layer to another, better results are achieved compared with cascading features from the
first layer. With inputs that are kernel transformed, the proposed method is identical to
the denoising Auto-Encoder. Atmospheric gravity wave breaking events, the DR and FDR
of the proposed algorithm DKDL are demonstrated using different data sets. A good de-
tection rate can be achieved through the selection of hyper-parameters using Grid-Search.
Compared to CLSTM and KCLSTM, DKDL improved the DR by 33% and 26%. A deep
kernel dictionary learning algorithm that incorporates discriminative approaches such as
Fisher discrimination and locality-constrained sparse coding, and a DKDL methodology
that incorporates supervised learning could further enhance Detection Rates and reduce
false alarm rates in order to analyze Gravity Wave Breaking events more accurately.

7.1 Summary

1. We improve the measurement range of Rayleigh Lidar system by 6km using Dictio-
nary Learning in conjunction with Penalized Maximum Likelihood.

2. With Multi-Resolution Dictionary Learning, horizontal background wind effects on
atmospheric gravity waves are removed. Insitu instruments like GPS Radioson-
des and Meteor Radar verify the results obtained from Multi-Resolution Dictionary
Learning.

3. Kernels introduced in Deep Dictionary Learning technique provide 33 higher accu-
racy in detecting Gravity Wave breaking events than existing methodologies.
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Appendix A

Data Availability and Instruments Used

A.1 Data and Computer Code Availability

1. Hardware Specifications: Code was tested on a modern PC with 8 GB RAM, Intel i5
processor.

2. Software required: Matlab, Python 3.6+ with the numpy, scikitlearn, matplotlib, and
scipy packages; Tensorflow, Tensorflow-gpu, Keras, and Pytorch

3. Program language: Python, and MATLAB.

4. Details on how to access the source code:
https://github.com/VARANASISATYASREEKANTH

5. The data used in the present work is available at https : //www.narl.gov.in and can
be accessed by readers upon request to data center.

6. The data of the Horizontal Wind Model is available at https : //www.alpendac.eu

7. The MLS-Aura data is available at:https : //mls.jpl.nasa.gov/eos−aura−mls/data−
access

8. The SABER instrument data is available at https : //saber.gats− inc.com

A.2 GPS Radiosonde

NARL(13.50N,79.20E) launches GPS Radiosonde (RD-11G, Meisei make) every day around
17 hours 30 minutes Local Time (12 UTC). The GPS Radiosonde provides profiles of Pres-
sure, Temperature, Relative humidity, Wind Speed, and Wind Direction up to the balloon
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burst altitude typically 30km to 35km. The maximum height reached by Radiosonde is
33km on 21 April 2014.

A.3 Meteor Radar

The Meteor Radar(MR) operates at 35.25 MHz, was installed at Sri Venkate-swara Univer-
sity (SVU)(13.630N,79.40E), Tirupati, India, and is used to measure horizontal winds in the
Mesosphere and Lower Thermosphere (MLT). It is located 30 km away from the Gadanki,
which provides information about winds in the region between 70 km and 110 km with a
spatial resolution of 2km.

A.4 AURA:Microwave Limb Sounder

The Earth Observation Satellite(EOS) MLS-Aura[139] makes measurements of atmospheric
composition, temperature, humidity and cloud ice that are mandatory to (1) track the strato-
spheric ozone layer stability, (2) enhancement of predictions related to climate change and
variability, and (3) maintaining the global air quality. MLS observes thermal microwave
emission from Earth’s ’limb’ (the edge of the atmosphere) viewing forward along the Aura
spacecraft flight direction, scanning its view from the ground to 90 km every 25 seconds.
Aura is placed at 705 km altitude of near polar orbit. AURA provides a global coverage
with 15 orbits per day. Vertical profiles are retrieved every 165 km along the suborbital
track, covering −82oS to 82oN latitudes on each orbit.

A.5 Horizontal Wind Model

The Horizontal Wind Model(HWM)[113, 140] is an empirical horizontal neutral wind
model. Taking into account the earth’s rotation, tilt, and orbit around the sun, the model
represents changes in the middle and upper atmosphere winds. With a vertical altitude
resolution of 1km, the HWM provides zonal and meridional winds for specified latitude,
longitude, and time. Model and data root mean square differences are 15m/s in the meso-
sphere and 10m/s in the stratosphere for zonal winds, and 10m/s and 5m/s respectively
for meridional winds.
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A.6 SABER-TIMED Instrument

The Sounding of the Atmosphere using Broadband Emission Radiometry (SABER) in-
strument is one of four instruments on NASA’s TIMED (Thermosphere Ionosphere Meso-
sphere Energetics Dynamics) satellite. SABER provides the global measurements of the
atmosphere with a 10-channel broadband limb-scanning infrared radiometer having spec-
tral range from 1.27 µm to 17 µm. The measurements provide the kinetic temperature,
pressure, geopotential height, volume mixing ratios for the trace species, the cooling and
heating rates of CO2, O3, and O2 bands, and the chemical heating rates for the atmospheric
region extending from 60 km to 80 km covering the mesosphere and lower thermosphere.
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