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Abstract

Estimation of phase information through the knowledge of intensity information is a well-
studied problem. The intensity measurements can be made, for instance, at two or more
transverse planes in the direction of wave field propagation, or using an interferometric
setup. The phase is then retrieved from such intensity measurements using several well-
known techniques. These retrieved phases could possess dislocations, i.e., phase is un-
defined at points where the intensity vanishes. Phase retrieval through many plane inten-
sity measurements, in general, requires the knowledge of a general first-order optical sys-
tem (FOOS). Thus, we first realize any general FOOS using the optical transformations :
free propagation, thin convex lens, and thin cylindrical lens of positive focal length.

As is well known, any general FOOS is characterized by a matrix in Sp(4,R), sym-
plectic group in 4 dimensions with its entries being real. Using Euler decomposition, we
first write the given Sp(4,R) matrix as a product of orthogonal symplectic matrices in 4
dimensions and differential magnifier matrix in 4 dimensions. These matrices are then re-
alized in terms of free propagation and thin lenses of positive focal length. It is shown
that not more than four convex lenses and 14 cylindrical lenses of positive focal length are
required to realize any matrix in Sp(4,R). Besides, if the symplectic matrix S ∈ Sp(4,R)
is of the form S = S1 ⊕ S2, where S1, S2 ∈ Sp(2,R), then we prove that such S can be
realized using not more than three convex lenses and seven cylindrical lenses of positive
focal length. In addition, we have provided for the first time, to the best of our knowledge,
explicit decompositions for the well known optical transformations such as differential free
and inverse propagations, partial and inverse Fourier transformations, image reflectors, dif-
ferential magnifiers, and differential fractional Fourier transformations.

Having realized any general FOOS, we now consider the problem of retrieving the
phase possessing dislocations from two or more transverse plane intensity measurements.
In this regard, we propose an iterative algorithm to retrieve phases with dislocations through
three transverse plane intensity measurements and demonstrate the same numerically us-
ing Monte-Carlo simulations. The algorithm makes use of partial Fourier transformation,
i.e., Fourier transformation in one transverse coordinate and identity transformation on the
other, an example of asymmetric FOOS which is optically implemented using thin cylin-
drical lenses and free propagation transformations. Because partial Fourier transforma-

vii



tion, unlike Fourier transformation, does not conserve longitudinal orbital angular momen-
tum (OAM) of the wave field in general, the phase dislocation(s) possessed by the wave
field is (are) created or destroyed naturally and its (their) orientation is (are) also distin-
guished. For numerical demonstration, we consider complex random linear superpositions
of Laguerre-Gaussian (LG) beams with added white Gaussian noise. In all studied random
superpositions, the algorithm converged well within 100 iterations. The proposed method
is found to work well for wave fields with both integral and non-integral longitudinal OAM.

We then deal with the problem of phase retrieval from perturbed straight line fringes.
For this problem, we present a single-shot phase retrieval algorithm from straight line
fringes without phase unwrapping. It is worth mentioning here that most of the phase re-
trieving algorithms available in the literature require phase unwrapping – a process in which
the extracted phase has to unwrapped, i.e., add and subtract 2π wherever discontinuity oc-
curs, typically owing to the periodicity of tan−1 function. We first obtain phase gradients
from the given interferogram using Hilbert-pair method, and then the desired phase is esti-
mated from the gradients using the method of least squares for the Hudgin geometry. Here,
the inverse of the matrix appearing in the method of least squares is computed analytically
through the use of discrete cosine transform (DCT) as well as additional symmetries avail-
able in the Hudgin geometry. As a result, the computational time is reduced drastically and
could as well be implemented in real-time applications. The algorithm is tested on both
numerical interferograms with added white Gaussian noise, as well as on interferograms
obtained from a Mach–Zehnder setup, where the respective imparted phases were random,
and corresponded to atmospheric turbulence-like models.
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Chapter 1

Introduction

1.1 Phase estimation in optics

Phase estimation through intensity measurements is well explored, and several methods
have been studied and demonstrated [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14]. This is
typically done as follows. First, the intensity pattern is captured at one or many transverse
planes in the direction of wave field propagation by means of recording devices such as
charge-coupled device (CCD) camera. Then, the phase information encoded in the intensity
pattern measured at the respective transverse plane(s) is extracted through several well-
known techniques [4, 5, 9, 10, 14, 12, 13, 15, 16, 17]. These phase estimation techniques
broadly fall into one of the two categories : interferometry based and diffraction based (see
Figure 1.1).

We first briefly study the interferometry based method [4, 5, 16, 15, 18, 17, 19, 20, 21,
22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37]. In this method, two coherent
wave fields drawn from the same source are superposed, and relative phase acquired by one
of the wave fields is to be estimated. The phase is then retrieved from the recorded intensity,
also known as the ‘interferogram’. For instance, when the two sources are collimated
and of equal and uniform transverse amplitude, the transverse intensity of the recorded
interferogram can be expressed as :

I(x, y) = I0 {1 + cos [ϕ(x, y)]}+ η(x, y), (1.1)

where ϕ(x, y) = κxx+ κyy − φ(x, y). (1.2)

Here, κxx + κyy is the relative tilt factor between the two collimated sources, φ(x, y) is
the phase acquired by one of the sources, I0 ≡ I0(x, y) is the background intensity, and
η(x, y) is the additive noise term. It can be noted that I0(x, y) can be slowly varying in
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the transverse plane variables x and y, and this slow variation can be traced to the quasi-
monochromaticity of the coherent source [38, 39, 2]. In order to obtain the phase φ(x, y),
first ϕ(x, y) is retrieved from Eq. (1.1), and then φ(x, y) is obtained from ϕ(x, y) by re-
moving the tilt.

There are several approaches towards retrieving φ(x, y) from I(x, y) of Eq. (1.1) [1,
7, 15, 16, 17]. These methods typically involve expressing tan [φ(x, y)] in terms of the
measured intensity(s) I(x, y), and then φ(x, y) is obtained by applying tan−1 on the ob-
tained expression. However, the thus obtained φ(x, y) is in its wrapped form owing to the
periodicity of tan−1 function, and it has to be unwrapped [15, 16, 3]. Two well known
approaches towards retrieving φ(x, y) from Eq. (1.1) are the phase shifting method [4, 5],
and the Fourier fringe analysis method [15, 16]. In the former method, an expression for
tan[φ(x, y)] is obtained from several recorded interferograms for the same phase object,
where the recorded interferograms are phase shifted versions of one another. The phase
shifts between the two coherent light fields can be obtained in a controlled manner using
piezoelectric phase shifters [28], or for instance using the geometric phase [20, 21, 23]. In
the latter method, tan[φ(x, y)] is obtained using only a single interferogram, for instance,
through the Hilbert transform [16]. Thus the latter method has the advantage in that only
a single interferogram is required, nevertheless it relies on approximations that need to be
ensured [40, 41, 42, 43]. More recently, several methods towards retrieving φ(x, y) from
Eq. (1.1) have been proposed which do not require unwrapping of the phase [44, 31, 36].

We now move on to briefly discuss the diffraction based methods. These methods
make use of diffraction of the wave field and can be broadly classified into two major cate-
gories : gradient based and iteration based. In the former method, gradients of a wave field
are extracted from the diffracted intensity pattern generated by a lenslet array [45, 46, 47]
placed in a wavefront sensor. The phase is then estimated with the knowledge of the gra-
dients [45, 48, 49, 47, 50, 51, 52]. Several geometries and methods in this regard have
been proposed and demonstrated [44, 45, 47, 48, 49, 50, 51, 52, 53, 54, 55, 56, 57]. A
significant difference between the interference based approach and the gradient based ap-
proach towards phase estimation may be noted. Since in the former approach, tan [φ(x, y]
is estimated, its periodicity over 2π can necessitate phase unwrapping. However, since in
the latter approach, phase is directly estimated from its gradients, say, for instance, us-
ing the least square fit, there is no inherent requirement for phase unwrapping. In the
latter method, the wave field typically is diffracted by means of free propagation and
thin lenses, and the diffracted intensity patterns are recorded at two or more transverse
planes [58, 59, 60, 61, 62, 63, 64]. The phase information is then extracted from these
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intensities by the widely known iterative algorithms such as Gerchberg-Saxton (GS) algo-
rithm [58] and Fienup algorithm [60].

Figure 1.1: Diagram classifying phase estimation through measurement of intensity(s).

Wave fields whose phases possess dislocations [65] have been well explored in the lit-
erature [66, 67, 8, 68, 69, 70, 71, 72, 73, 71, 74, 75]. Such wave fields occur naturally
in several contexts such as in optics [66, 67, 8, 74, 75], electron beams [68, 69], x-ray
beams [70], atom interferometry [71, 72], Bose-Einstein condensates [73, 71], etc. A well-
known example in paraxial wave optics are the Laguerre-Gaussian (LG) modes which are
the stable solutions of the paraxial wave equation [76], and these are readily realized in ex-
periments [76, 77, 78]. In fact, the LG modes and their superpositions are known to possess
well-defined orbital angular momentum (OAM), which is intrinsically linked to the disloca-
tions in their phase [79, 80, 81, 82, 83, 84, 85, 86, 87, 88, 89, 90]. The LG modes and their
superpositions have been explored as potential carriers of information, particularly in free
space optical communication [91, 8, 92], and quantum information processing [67, 93]. An
important problem in regard of LG modes and their superpositions is the detection of dis-
locations in their phase (also their orientation [85, 86, 87, 88]), estimation of such a phase
through intensity measurements [8, 9, 10, 11, 12, 13, 14], and estimation of OAM possessed
by such wave fields [81, 82, 83, 84]. While amplitude is readily available through intensity
measurements, phase is in principle retrieved.

A well known approach in retrieving phases with dislocations is the transport-of-intensity
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method [8, 9, 10], an example of diffraction based method. For instance, the wave field
is propagated through a known first-order optical system (FOOS) and the transverse in-
tensities are measured in the two (or more) respective planes, with the intensities in the
respective planes being transported versions of one another. The phase is then algorith-
mically retrieved from the transported intensities. This is done either iteratively [60, 11]
as in the Gerchberg-Saxton (GS) algorithm [58], or by solving the transport-of-intensity
equation (TIE) [8, 9, 10, 12, 13, 14], or by using both [75, 14]. In this regard, it is perti-
nent to mention that such methods, in particular, make use of additional constraints while
retrieving the phase [9, 11, 75].

Here, it is fitting to mention the important work of Allen and coworkers [75]. They
were interested in extracting the phase information of an image consisting of N first-order
vortexes using TIE and modified version of the GS algorithm. Because the uniqueness
of the phase was lost at the N vortexes (as the intensity vanished), they had to guess the
sign of the vortexes from 2N − 1 choices. Besides, the convergence was obtained after
939 iterations. Martin and Allen [11] used another variant of GS algorithm to successfully
recover phases with first-order vortex, but however, the convergence was achieved after
10,000 iterations for the studied examples. In passing, it is interesting to note that very few
methods exist even in finding the signature of the phase dislocation [85, 86, 87], let alone
extracting such a phase.

With this brief introduction, we, in this thesis, will propose new algorithms to extract
phase from intensity measurements and demonstrate them numerically as well as experi-
mentally.

1.2 Summary of results obtained in the Thesis

In this Section we will outline the results obtained in this Thesis. First, as mentioned
above, extraction of phases with dislocations does require the knowledge of FOOS. An
optical system is said to belong to a FOOS if its corresponding Wolf function transforms
linearly [94]. Such systems can broadly be classified into two categories : symmetric and
asymmetric. Realization of symmetric FOOS using thin lenses of arbitrary focal length was
first classified in Ref. [94] and was proved that any such system can be realized using free
propagation and three thin lenses of arbitrary focal length alone. In Ref. [95], it was proved
that three thin convex lenses of arbitrary focal length (as opposed to three thin lenses as
in Ref. [94]) would suffice in realizing any symmetric FOOS. Moreover, it was shown in
Ref. [95] that five thin convex lenses of fixed focal length would also realize any symmetric
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FOOS. In the case of asymmetric FOOS, it was indicated in Ref. [94] that such systems
could be realized using free propagation and thin lens transformations. In Ref. [96], few
examples of asymmetric FOOS such as partial Fourier transformation (PFT) and image
reflector were studied and some results in their regard were outlined.

In this Thesis we develop explicit decompositions to realize any general FOOS, sym-
metric as well as asymmetric, in terms of optical transformations including free propaga-
tions, thin convex lenses, and thin cylindrical lenses of positive focal length. In addition,
we provide explicit decompositions for optical transformations including one-sided free
propagation, differential free and inverse propagations, partial and inverse Fourier transfor-
mations, image reflectors, differential magnifiers, differential fractional Fourier transfor-
mations, gyrator, and cross-gyrator transformations.

Having realized any general FOOS using thin lenses of positive focal length, we pro-
pose an iterative algorithm which extracts the phase information (consisting of one or many
dislocations, i.e., OAM of the wave field [8]) of a wave field from three transverse plane
intensity measurements. Here, the wave fields at first and second transverse planes are
related through PFT, i.e., identity transformation in one transverse coordinate and Fourier
transformation in another transverse coordinate, and is realized as in Figure 4.12, and those
at second and third are related through free propagation transformation. It is worth men-
tioning now that PFT does not conserve the OAM of the wave field in general, and our
algorithm does not require the knowledge of any boundary conditions.

Finally we propose a single-shot phase extraction algorithm from interferogram with
perturbed straight line fringes. As is well known, phase extracted from interferograms
using methods such as Fourier fringe analysis [15], phase shifting method [25], Hilbert-
pair method [16], and so on, is typically in wrapped form. Hence, we need to unwrap them,
a process in which one needs to add and subtract 2π wherever discontinuity occurs, as the
extracted phase assumes values between −π and π. On the contrary, phase estimated from
gradient based methods [45] do not require unwrapping, for the phase is estimated directly
from its gradients, say, for instance, using the least squares fit. Our algorithm retrieves
phase in an unwrapped form, combining techniques available in Hilbert-pair method and
gradient based methods.

1.3 Organization of the thesis

Having introduced the outline of the Thesis in Chapter 1, in Chapter 2 we derive elementary
optical transformations, free propagation and thin lens, in the context of ray as well as wave
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optics, and bring out the equivalence between them. To begin with, we develop ray transfer
matrices of these optical transformations in the paraxial limit in Section 2.2. In Section 2.3
we first derive wave equation from Maxwell equations, obtain paraxial wave equation from
it in the paraxial limit, and discuss the solutions of the paraxial wave equation. In Sec-
tions 2.4 and 2.5 we explain how a paraxial wave field transforms under the action of free
propagation and thin lens in the wave optic picture. Then, in Section 2.6 we introduce linear
canonical transformations (LCT) and show the explicit connection between optical trans-
formations, in the paraxial limit, occurring in ray and wave optics. Finally in Section 2.7
we obtain longitudinal orbital angular momentum (OAM) carried by a paraxial wave field
traveling in z-direction, for instance, Laguerre-Gaussian (LG) modes, solutions of paraxial
wave equation in cylindrical coordinate system dealt in Section 2.3, and in Section 2.8 we
offer some concluding remarks.

In Chapter 3 we review some standard algorithms, and some useful phase estimation
tools and techniques existing in the literature to extract phase from intensities. First, we
consider interferometry based methods. In Section 3.2 we discuss phase shifting interfer-
ometry. In Section 3.3 we define Hilbert transforms and asymptotic analytic signals, math-
ematical tools we require in Fourier fringe analysis (Section 3.4), one of the widely used
methods to extract phase from perturbed straight line fringes. We then demonstrate phase
unwrapping process in Section 3.5 as the estimated phase through the method of Fourier
fringe analysis is generally in wrapped form. We now move on to diffraction based meth-
ods. For the gradient based method, we describe the working principle of Shack-Hartmann
wavefront sensor in Section 3.6, a sensor which measures phase gradients of the incoming
wave field. For the iteration based method, we discuss the widely used GS algorithm and
some of its variants in Section 3.7, followed by phase retrieval using TIE in Section 3.8. In
passing, we define noise and related terminologies in Section 3.9, as it is inherently present
when we measure intensities in a lab. Finally, in Section 3.10 we end up with some con-
cluding remarks.

In Chapter 4 we realize a general FOOS using optical transformations including free
propagation, thin convex lenses, and thin cylindrical lenses of positive focal length. In
Section 4.2 we realize some well known examples of symmetric FOOS as worked out by the
author in Ref. [95]. In Section 4.3 we discuss the singular value and Euler decompositions
of any S ∈ Sp(4,R), symplectic matrix in 4 dimensions with real entries. In Section 4.4
we arrive at identities for some well known optical transformations of the form S1 ⊕ S2,
where S1, S2 ∈ Sp(2,R), by making use of the results obtained in Section 4.2. A method
to realize any S of the form S1 ⊕S2, symplectic matrices in 2 dimensions with real entries,
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is also outlined. In Section 4.5 the results obtained in the previous Sections are further used
to realize any S ∈ Sp(4,R). Finally, we end with some concluding remarks in Section 4.6.

In Chapter 5 we propose an iterative algorithm to estimate phases with dislocations from
three plane intensity measurements, and demonstrate the same numerically using Monte-
Carlo simulations. In Section 5.2 we briefly review paraxial light fields in the context of
longitudinal OAM, Fourier transformation, and partial Fourier transformation, whose phys-
ical realization was already outlined in Section 4.4. In Section 5.3 we outline the proposed
algorithm, and present a numerical demonstration on LG modes and their superpositions.
Finally, we end with some concluding remarks in Section 5.4.

In Chapter 6 we propose a single-shot algorithm to retrieve phase from perturbed straight
line fringes without phase unwrapping. In Section 6.2 we outline the proposed algorithm
in extracting the gradients of phase from a measured interferogram using the Hilbert trans-
form, and then the extraction of the phase from its gradients for the Hudgin geometry using
the method of least squares. In Section 6.3 we explain how the matrix inversion of size
N2 × N2, appearing in the method of least squares, for a given interferogram of matrix
size N × N could be performed using multiplication and sums of N × N matrices alone,
and how it aids in speeding up the estimation process. In Section 6.4 we describe and
summarize a numerical experiment that brings out the consistency of our proposed algo-
rithm. Here, numerically generated interferograms corresponding to numerically gener-
ated random phases are considered. The phases are then estimated from these numerically
generated interferograms using the proposed algorithm and then compared with the input
numerically generated phases. The random phases are generated using techniques well
known in the context of atmospheric turbulence [97, 98, 99, 100, 101, 102, 103, 104], and
the numerically generated interferograms are accounted for the quasi-monochromaticity of
the light field [38, 39, 2], and also the noise. In Section 6.5 the algorithm is implemented
on interferograms measured in a Mach–Zehnder interferometer, through the insertion of a
pseudo-random phase plate (PRPP) in one of its arms, to bring out the consistency of the
proposed algorithm. We finally end with some concluding remarks in Section 6.6.

In Chapter 7 we conclude the thesis with few remarks and suggest possible future re-
search directions.
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Chapter 2

Review of ray and wave optics and the
connection between them

2.1 Introduction

In this Chapter we first derive elementary optical transformations including free propaga-
tion and thin lens using the principles of ray optics. As is well known [39], these optical
transformations can be represented using ray transfer matrices. We then derive wave op-
tic equivalent of such optical transformations from Maxwell equations in the paraxial limit.
We then show the correspondence between ray and wave optic versions of the optical trans-
formations pertaining to a general FOOS using LCT. Finally we introduce the notion of
OAM and derive relevant expressions, starting from the Maxwell equations, in the paraxial
limit.

2.2 Ray transfer matrices of free propagation and thin
lenses

In this Section we develop ray transfer matrices corresponding to the optical transforma-
tions : free propagation, thin convex lens, and thin cylindrical lens. Here, without loss of
generality, we take z–axis to be optic axis. Further, a light ray is characterized by four pa-
rameters : distances from the optic axis in x and y coordinates, and angles between the ray
and the optic axis in x–z and y–z planes. For symmetric FOOS, the ray transforms symmet-
rically in both x–z and y–z planes. It can be noted that free propagation, thin convex lens,
and thin concave lenses are some examples of symmetric FOOS, and thin cylindrical lens is
an example of asymmetric FOOS. First, we start with the free propagation transformation.
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2.2.1 Free propagation

Figure 2.1: Shown here is the light ray traveling in the x–z plane from a point P1 to another
point P2.

Consider a light ray traveling in the x–z plane from a point P1 at transverse plane P1
to another point P2 at transverse plane P2 (see Figure 2.1). These two points, P1 and P2,
are located at distances x1 and x2 from the optical axis OO� respectively, and the distance
between the planes P1 and P2 is d. Further, the angles made by the ray at points P1 and P2

are x�
1 and x�

2 respectively. With this, we readily see that

x2 = x1 + d tan x�
1, (2.1)

x�
2 = x�

1. (2.2)

On applying paraxial approximation [39, 76], we have tan x�
1 ≈ x�

1, and hence Eqs. (2.1)
and (2.2) can be written in matrix form as

�
x2

x�
2

�
=

�
1 d

0 1

��
x1

x�
1

�
≡ F (d)

�
x1

x�
1

�
, (2.3)

where F (d) is the ray transfer matrix corresponding to the free propagation by distance d

in x–z plane. It is easy to see that the ray coordinates in the y–z plane also transform in the
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same way as those in the x–z plane, and hence we can write

�
x2

y2

�
= F(d)

�
x1

y1

�
, where F(d) ≡

�
F (d) 0

0 F (d)

�
, (2.4)

xk = [xk, x
�
k]

T , and yk = [yk, y
�
k]

T with k being 1 or 2. Here, F(d) is the ray transfer matrix
corresponding to the free propagation by a distance d.

Now we derive ray transfer matrix corresponding to a thin lens of focal length f . To
do so, we first obtain ray optic transformation of a ray refracted at a spherical boundary
of radius of curvature R separating two mediums with refractive indices n1 and n2, and
follow it with lens maker’s formula. With these, we get the ray transfer matrix of a lens
with thickness ς . In the limit ς → 0, we arrive at the ray transfer matrix of the thin lens of
focal length f .

2.2.2 Refraction at a spherical surface

Figure 2.2: Shown here is refraction of a light ray at a spherical boundary separating
mediums with refractive indices n1 and n2. The light ray traveling along the line P1P2 is
refracted at the spherical boundary and travels along the line P2P3.

Consider a spherical surface of radius of curvature R separating two mediums with
refractive indices n1 and n2 as shown in Figure 2.2. Suppose a ray traveling from P1 reaches

10



P2, gets refracted at the spherical boundary at P2, and reaches P3. At P2, the input and
output ray heights are x1 and x2 respectively with x1 = x2, and the respective angles they
make with the optic axis OO� are ∠P1P2P = x�

1 and ∠P3P2P
� = x�

2. Now by applying
paraxial approximation and using sign convention [39], we see that

x�
1 ≈ tan x�

1 = −x1

u
, (2.5)

x�
2 ≈ tan x�

2 =
x1

v
, (2.6)

β ≈ tan β =
x1

R
. (2.7)

By using Snell’s law at P2 [76] and invoking paraxial approximation once again, we obtain

n1 sin (x�
1 + β) = n2 sin (β − x�

2) (2.8)

n1 (x
�
1 + β) = n2 (β − x�

2). (2.9)

Now by using Eqs. (2.5)-(2.7) in Eq. (2.9) yields

n1

�
−x1

u
+

x1

R

�
= n2

�x1

R
− x1

v

�

n2

v
− n1

u
=

n2 − n1

R
. (2.10)

Also, by using Eqs. (2.6) and (2.7) in Eq. (2.9), we readily obtain

n1

�
x�
1 +

x1

R

�
= n2

�x1

R
− x�

2

�

−x�
2 =

1

R

�
n1

n2

− 1

�
x1 +

n1

n2

x�
1. (2.11)

Here, as the ray is traveling downwards and the angle is measured with respect to the optic
axis OO�, we place an extra minus sign before x�

2. Now, in view of Eq. (2.11), we have

�
x2

−x�
2

�
=

�
1 0

1
R

�
n1

n2
− 1

�
n1

n2

��
x1

x�
1

�
. (2.12)

That is, the ray transfer matrix corresponding to the spherical surface of radius of curvature
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R separating two media with refractive indices n1 and n2 is

�
1 0

1
R

�
n1

n2
− 1

�
n1

n2

�
. (2.13)

2.2.3 Lens maker’s formula

Figure 2.3: Shown here is a thin lens of focal length f . The image of the point object P1

due to the surface S1 is formed at P2, and the image of P2 due to the surface S2 is formed
at P3.

Now we consider two spherical surfaces S1 and S2 with radii of curvature R1 and R2

respectively of a thin lens of focal length f as shown in Figure 2.3. Suppose the lens forms
a point image P3 (located at a distance v from the lens) of the point object P1 (located at
a distance u from the lens). Then, the lens maker’s formula [105] relates u, v, and f as
derived below. We now begin with the surface S1 which forms the point image of P1 at
P2 (located at a distance v� from the lens). Then by Eq. (2.10), we can write

n2

v�
− n1

u
=

n2 − n1

R1

. (2.14)

It is easy to observe that the image of P2 due to S2 is formed at P3, and hence by Eq. (2.10),
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we have

n1

v
− n2

v�
=

n1 − n2

R2

. (2.15)

Here, the extra minus sign before R2 is due to sign convention. Now by adding Eqs. (2.14)
and (2.15), we obtain

n1

�
1

v
− 1

u

�
= (n2 − n1)

�
1

R1

− 1

R2

�

1

v
− 1

u
=

�
n2

n1

− 1

��
1

R1

− 1

R2

�
. (2.16)

Now suppose P1 is moved very far in the left direction from the lens, i.e., u → ∞. Then,
all the rays originating from P1 and reaching the lens will be parallel the optic axis OO�,
and will be focused at point P . So, Eq. (2.16) assumes the form

1

f
=

�
n2

n1

− 1

��
1

R1

− 1

R2

�
. (2.17)

Eq. (2.17) is known as the lens maker’s formula. By Eqs. (2.16) and (2.17), it is readily
noted that

1

f
=

1

v
− 1

u
. (2.18)

2.2.4 Lens transformation matrix

We are now equipped with the relevant equations to derive the ray transfer matrix corre-
sponding to a lens of thickness ς as shown in Figure 2.4. It has two spherical surfaces S1

and S2 whose radii of curvature are R1 and R2 respectively. Suppose, a ray traveling from
left is refracted by S1 at P1, free propagates by distance ς in the lens, and gets refracted by
S2 at P2. At P1, by Eq. (2.12), the column vectors [x1, x

�
1]

T and [x2, x
�
2]

T are related by

�
x2

x�
2

�
=

�
1 0

1
R1

�
n1

n2
− 1

�
n1

n2

��
x1

x�
1

�
. (2.19)
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Figure 2.4: Shown here is a thick convex lens. A light ray traveling in the medium with
refractive index n1 is refracted by S1 at P1, and free propagates by distance ς along the line
P1P2 in the lens before getting refracted by S2 at P2.

We see that the column vectors [x2, x
�
2]

T and [x3, x
�
3]

T are related by free propagation by
distance ς , and hence by Eq. (2.3),

�
x3

x�
3

�
=

�
1 ς

0 1

��
x2

x�
2

�
. (2.20)

Finally, at P2, by Eq. (2.12), the column vectors [x3, x
�
3]

T and [x4, x
�
4]

T are related by

�
x4

x�
4

�
=

�
1 0

1
R2

�
n2

n1
− 1

�
n2

n1

��
x3

x�
3

�
. (2.21)

Now by Eqs. (2.19), (2.20), and (2.21), we can write

�
x4

x�
4

�
=

�
1 0

1
R2

�
n2

n1
− 1

�
n2

n1

��
1 ς

0 1

��
1 0

1
R1

�
n1

n2
− 1

�
n1

n2

��
x1

x�
1

�
. (2.22)
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Thus, the ray transfer matrix corresponding to a thick lens as shown in Figure 2.4 is

Lς ≡
�

1 0
1
R2

�
n2

n1
− 1

�
n2

n1

��
1 ς

0 1

��
1 0

1
R1

�
n1

n2
− 1

�
n1

n2

�
(2.23)

For a thin lens, we have ς → 0, and hence

L0 =

�
1 0

1
R2

�
n2

n1
− 1

�
n2

n1

��
1 0

1
R1

�
n1

n2
− 1

�
n1

n2

�

=

�
1 0�

1− n2

n1

��
1
R1

− 1
R2

�
1

�
. (2.24)

But by substituting the lens maker’s formula (see Eq. (2.17)) at Eq. (2.24), we readily obtain
the transformation matrix of a thin convex lens of focal length f given by

L0 ≡ L(f) =

�
1 0

− 1
f

1

�
. (2.25)

For a thin concave lens of focal length f , we replace f in Eq. (2.25) with −f . Clearly, as
the ray coordinates transform symmetrically in x–z and y–z planes under the action of thin
lens of focal length f , we have

�
x2

y2

�
= L(f)

�
x1

y1

�
, where L(f) ≡

�
L(f) 0

0 L(f)

�
, (2.26)

xk = [xk, x
�
k]

T , and yk = [yk, y
�
k]

T with k being 1 or 2.

2.2.5 Thin cylindrical lenses

Thin cylindrical lens of focal length f is perhaps the simplest example in which the ray
coordinates in the x–z and y–z planes transform asymmetrically. Let us consider a thin
cylindrical lens of focal length fx as shown in Figure 2.5, where the curvature is in the x

direction. This behaves like a thin lens of focal length fx in the x–z plane and does not
affect the rays traveling in y–z plane. Then it can readily be seen that

�
x2

y2

�
=

�
L(fx) 0

0 11

��
x1

y1

�
, (2.27)
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where 11 is the identity matrix in two dimensions. Now consider two cylindrical lenses
of the same focal length f placed such that their curvatures are in the x and y directions
respectively. Then their respective ray transfer matrices are

Lx(f) ≡
�
L(f) 0

0 11

�
, and Ly(f) ≡

�
11 0

0 L(f)

�
. (2.28)

Note that as in the symmetric situation, f > 0 (f < 0) denotes that the lens is con-
vex (concave).

Figure 2.5: Shown here is a thin cylindrical lens of focal length fx whose curvature is in
the x-direction.

Having derived ray transfer matrices for the optical transformations (free propagation
and thin lenses), we now set out to derive such transformations using wave optics in the
paraxial limit in Sections 2.3, 2.4, and 2.5.

2.3 Paraxial wave equation and its solutions

In this Section we derive wave equation from Maxwell equations, obtain the paraxial ver-
sion, and discuss its solutions.
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2.3.1 Maxwell equations

As is well known, in free space, i.e., in regions where electrostatic charges and current are
absent, Maxwell equations [106] are given by

∇ · E = 0, (2.29)

∇ ·B = 0, (2.30)

∇× E = −∂B

∂t
, (2.31)

∇×B = µ0 �0
∂E

∂t
. (2.32)

Here, ∇ = î ∂
∂x

+ ĵ ∂
∂y

+ k̂ ∂
∂z

, E is electric field (with units kgm s−2 C−1), B is magnetic
field (with units kg s−2 A−1), �0 is permittivity of free space (8.85×10−12 m−3 kg−1 s4 A2),
µ0 is permeability of free space (4π × 10−7 mkg s−2 A−2), and t is time (with units s).

2.3.2 Wave equation in free space

The wave equation in free space can readily be obtained from Maxwell equations using vec-
tor calculus identities [107] as follows. Applying curl operation on both sides of Eq. (2.31),
and by using Eqs. (2.29) and (2.32), we readily obtain

∇× (∇× E) = − ∂

∂t
(∇×B)

∇ (∇ · E)−∇2E = −µ0 �0
∂2E

∂t2

∇2E = µ0 �0
∂2E

∂t2
. (2.33)

Similarly, it can be easily shown that

∇2B = µ0 �0
∂2B

∂t2
. (2.34)

Because the velocity of light c = 1/
√
µ0 �0 = 3× 108 ms−1, the fields E and B satisfy the

partial differential equation

∇2Ψ =
1

c2
∂2Ψ

∂t2
, (2.35)

where Ψ is a scalar function of space-time variables. Clearly, Eq. (2.35) is the well known
three-dimensional wave equation.
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2.3.3 Paraxial wave equation

Assuming that Ψ (Eq. (2.35)) is separable in space variables and time, we write

Ψ = Ψs(x, y, z)Ψt(t), (2.36)

where Ψs and Ψt are purely functions of space and time respectively. Now, plugging
Eq. (2.36) in Eq. (2.35), we obtain

1

Ψs

∇2Ψs =
1

c2
1

Ψt

d2Ψt

dt2
. (2.37)

Here, LHS is purely a function of space variables while RHS is purely a function of time.
Hence, they must both equal to some constant, say −κ2. So,

1

Ψs

∇2Ψs =
1

c2
1

Ψt

d2Ψt

dt2
= −κ2. (2.38)

Now, we readily obtain

∇2Ψs = −κ2 Ψs, (2.39)

d2Ψt

dt2
= −ω2 Ψt. (2.40)

Here, Eq. (2.39) is known as Helmholtz’s equation, and ω = κ c. For a monochromatic
wave field (κ = 2π/λ with λ being the wavelength), it is readily noted that the solution of
Eq. (2.40) is given by

Ψt = exp (−iωt). (2.41)

If Ψs (Eq. (2.39)) is traveling in directions which make small angles with the z axis, it can
be approximated as [108]

Ψs(x, y, z) ≈ ψ(x, y; z) exp (iκz), (2.42)

where ψ(x, y; z) slowly varies with respect to z. Now, by substituting Eq. (2.42) in Eq. (2.39),
we obtain

exp (iκz)

��
∂2

∂x2
+

∂2

∂y2

�
ψ +

∂2ψ

∂z2
+ 2iκ

∂ψ

∂z

�
= 0. (2.43)
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As ψ is a slowly varying function in z, we drop ∂2ψ
∂z2

, the second derivative term in z, to
obtain

exp (iκz)

�
∂2ψ

∂x2
+

∂2ψ

∂y2
+ 2iκ

∂ψ

∂z

�
= 0. (2.44)

Because the above differential equation holds true for any arbitrary z, we require

∂2ψ

∂x2
+

∂2ψ

∂y2
+ 2iκ

∂ψ

∂z
= 0. (2.45)

This equation is the well known paraxial wave equation or paraxial Helmholtz equation[108,
76]. Note that in cylindrical coordinates [106, 107] (r − θ − z) with r =

�
x2 + y2 and

θ = tan−1 (y/x) (at a given z), Eq. (2.45) assumes the form

∂2ψ

∂r2
+

1

r

∂ψ

∂r
+

1

r2
∂2ψ

∂θ2
+ 2iκ

∂ψ

∂z
= 0. (2.46)

Now we discuss the solutions of Eqs. (2.45) and (2.46).

2.3.4 Solutions of the paraxial wave equation

The solutions of Eq. (2.45) are the well known Hermite-Gaussian (HG) modes [76], and are
given as

ψm1m2(x, y; z) =

�
2

π

1√
2m1+m2 m1!m2!

1

w(z)
Hm1

�√
2 x

w(z)

�
Hm2

�√
2 y

w(z)

�

× exp

�
−(x2 + y2)

�
1

w(z)2
− iκ

2R(z)

�
− i (m1 +m2 + 1) ζ(z)

�
.

(2.47)

Here, Hm1(·) is the Hermite polynomial,

w(z)2 = w(0)2
�
1 +

z2

z2r

�
, (2.48)

R(z) = z

�
1 +

z2r
z2

�
, (2.49)

ζ(z) = tan−1

�
z

zr

�
, (2.50)

with w(0) being the width of the wave field at z = 0, and zr = κw(0)2/2 is known as the
Rayleigh range [76, 109]. Further, w(z) and R(z) refer to width and radius of curvature of
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Figure 2.6: Shown here are amplitude and phase profiles of some HG modes (see
Eq. (2.47)). While (a1), (b1), (c1), and (d1) plot the amplitude profiles of ψ00(x, y; z),
ψ10(x, y; z), ψ22(x, y; z), and ψ32(x, y; z) respectively, (a2), (b2), (c2), and (d2) plot their
respective phase profiles.
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Figure 2.7: Shown here are amplitude and phase profiles of some LG modes (see
Eq. (2.51)). While (a1), (b1), (c1), and (d1) plot the amplitude profiles of ψ1

0(x, y; z),
ψ−2
0 (x, y; z), ψ1

1(x, y; z), and ψ−3
1 (x, y; z) respectively, (a2), (b2), (c2), and (d2) plot their

respective phase profiles.
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the wave field at a distance z respectively. Finally, the extra phase factor (m1+m2+1)ζ(z),
acquired by the light field while traveling in z–direction is known as the Gouy phase [39].

Now, for the case of Eq. (2.46), the solutions are Laguerre-Gaussian (LG) modes and
are given by

ψl
p(r, θ; z) =

√
2√

πw(z)

�
p!

(p+ |l|)!

� 1
2

�√
2 r

w(z)

�|l|

L|l|
p

�
2r2

w2(z)

�

× exp

�
−r2

�
1

w(z)2
− iκ

2R(z)

�
+ i lθ − i (|l|+ 2p+ 1) ζ(z)

�
, (2.51)

where Ll
p(·) is the associated Laguerre polynomial.

2.4 Fresnel-Kirchhoff diffraction integral

Now we derive the wave optic version of free propagation by distance d from the paraxial
wave equation (Eq. (2.45)). The solution of Eq. (2.45) is given by [110]

ψ(x; z) = exp

�
id

2κ

�
∂2

∂x2
+

∂2

∂y2

��
ψ(x; z0), (2.52)

where x = (x, y) and d = z − z0. For brevity, we first solve

ψ(x; z) = exp

�
id

2κ

∂2

∂x2

�
ψ(x; z0), (2.53)

Fourier decomposing ψ(x; z) and ψ(x; z0), we respectively obtain

ψ(x; z) =
1√
2π

∞�

−∞

dx̃ eix x̃ ψ̃(x̃, z), (2.54)

ψ(x; z0) =
1√
2π

∞�

−∞

dx̃ eix x̃ ψ̃(x̃, z0). (2.55)

Here, the inverse relations are

ψ̃(x̃, z) =
1√
2π

∞�

−∞

dx e−ix x̃ ψ(x; z), (2.56)
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ψ̃(x̃, z0) =
1√
2π

∞�

−∞

dx e−ix x̃ ψ(x; z0). (2.57)

Plugging Eqs. (2.54) and (2.55) in Eq. (2.53) we obtain

1√
2π

∞�

−∞

dx̃

�
ψ̃(x̃, z)− exp

�−id

2κ
x̃2

�
ψ̃(x̃, z0)

�
eix x̃ = 0. (2.58)

Since this equation must hold for any x, we require

ψ̃(x̃, z) = exp

�−id

2κ
x̃2

�
ψ̃(x̃, z0)

=
1√
2π

exp

�−id

2κ
x̃2

� ∞�

−∞

dx1 e
−ix1 x̃ ψ(x1; z0). (2.59)

Here we have used Eq. (2.57). Now by using Eq. (2.59) in Eq. (2.54), we obtain

ψ(x; z) =
1

2π

∞�

−∞

dx̃ eix x̃ exp

�−id

2κ
x̃2

� ∞�

−∞

dx1 e
−ix1 x̃ ψ(x1; z0)

=
1

2π

∞�

−∞

dx1 ψ(x1; z0)

∞�

−∞

dx̃ exp

�−id

2κ
x̃2 + ix̃ (x− x1)

�

=
1

2π

∞�

−∞

dx1 ψ(x1; z0)× exp (−iπ/4)

�
2πκ

d
exp

�
iκ

2d
(x− x1)

2

�

=
exp (−iπ/4)√

λ d

∞�

−∞

dx1 exp

�
iκ

2d
(x− x1)

2

�
ψ(x1; z0). (2.60)

Then, the solution of Eq. (2.52) is

ψ(x; z) =
1

iλ d

∞�

−∞

∞�

−∞

dx1 dy1 exp

�
iκ

2d
[(x− x1)

2 + (y − y1)
2]

�
ψ(x1; z0). (2.61)

Here we remark that while Eq. (2.4) is the ray optic version of free propagation by distance
d, Eq. (2.61) is the wave optic version of the same. It can be noted that Eq. (2.61) can also
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be written as

ψ(x; z) =

∞�

−∞

∞�

−∞

ψ(x1; z0)h(x− x1) dx1 dy1, where (2.62)

h(x) =
1

iλd
exp

�
iκ

2d
(x2 + y2)

�
. (2.63)

That is, ψ(x; z) is just the two dimensional convolution of ψ(x1; z0) and h(x).

2.5 Transformation of wave field due to thin lens

Figure 2.8: Frame (a) is the front view of the lens while frame (b) is the side view of the
same.

In this Section we obtain the wave optic version of the optical transformation corre-
sponding to a thin lens of focal length f in the paraxial limit. Since refractive index of the
thin lens is n, the wave field passing through it is delayed more in the middle than at the
edges. Suppose the thickness of the lens at the axis be Δ̃0 and Δ̃(x, y) at (x, y) (see Frame
(b) of Figure 2.8). Then the total phase delay is given by

φ(x, y) = κn Δ̃(x, y) + κ [Δ̃0 − Δ̃(x, y)]. (2.64)

By Frame (b) of Figure 2.8, it is easy to see that the lens provides a phase delay κn Δ̃(x, y)
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Figure 2.9: The side view of the lens shown in the frame (b) of Figure 2.8 is split into two
curved parts and a flat part to calculate its thickness function.

while the region free of lens between the two planes provides a phase delay κ [Δ̃0 −
Δ̃(x, y)]. Then the phase transformation of the lens can be represented by [108]

Lf (x, y) = exp (iκ Δ̃0) exp [iκ (n− 1) Δ̃(x, y)]. (2.65)

Let the paraxial wave field at the entry and exit planes be ψ1(x, y) and ψ2(x, y) respectively.
Then we readily have

ψ2(x, y) = Lf (x, y)ψ1(x, y). (2.66)

Now to calculate Δ̃(x, y), we can consider that the lens is made up of three parts as shown
in Figure 2.9. Thus,

Δ̃(x, y) = Δ̃01 −
�
R1 −

�
R2

1 − x2 − y2
�
+ Δ̃02 + Δ̃03 −

�
−R2 −

�
R2

2 − x2 − y2
�

= Δ̃0 −R1

�
1−

�
1− x2 + y2

R2
1

�
+R2

�
1−

�
1− x2 + y2

R2
2

�
, (2.67)
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where Δ̃0 = Δ̃01 + Δ̃02 + Δ̃03. By invoking paraxial approximation,

Δ̃(x, y) ≈ Δ̃0 −R1

�
1−

�
1− (x2 + y2)

2R2
1

��
+R2

�
1−

�
1− (x2 + y2)

2R2
1

��

= Δ̃0 −
(x2 + y2)

2

�
1

R1

− 1

R2

�
. (2.68)

Substituting Eq. (2.68) in Eq. (2.65) we obtain

Lf (x, y) = exp (iκnΔ0) exp

�
−iκ (n− 1)

(x2 + y2)

2

�
1

R1

− 1

R2

��

= exp (iκn Δ̃0) exp

�−iκ

2f
(x2 + y2)

�
. (2.69)

Here, we have made use of the lens maker’s formula (Eq. (2.17)) with the assumption that
n2 = n and n1 = 1. Discarding the overall factor exp (iκn Δ̃0), the lens transformation is

Lf (x, y) = exp

�−iκ

2f
(x2 + y2)

�
. (2.70)

It can be observed that Eq. (2.26) is the ray optic version of the thin lens transformation,
and Eq. (2.70) is the wave optic version of the same.

2.5.1 Numerical free propagation

Here, we discuss how free propagation by distance d is implemented numerically in MAT-
LAB. Say, we are given the wave field ψ(x1; z0), and wish to compute the wave field
ψ(x; z) (see Eq. (2.62)). Let the Fourier transforms of ψ(x1; z0) and h(x) (see Eq. (2.63))
be ψ̃(x̃1; z0) and h̃(x̃) respectively, where

h̃(x̃) = exp [−iπλd (x̃2 + ỹ2)]. (2.71)

Then by convolution theorem [108], inverse Fourier transforming the function ψ̃(x̃1; z0)×
h̃(x̃), we can obtain ψ(x; z). We note in passing that h̃(x̃) of Eq. (2.71) acts as a lens in the
Fourier plane (cf. Eq. (2.69)).

Now the numerical implementation is done as follows. Let the transverse planes x–
y and x̃–ỹ both contain N × N pixels with respective screen dimensions L × Lm2 and
NL−1 × NL−1 m−2. Clearly, the spacing between two adjacent pixels are L/N and L−1

respectively for x–y and x̃–ỹ. First we compute ψ̃(x̃1; z0), i.e., the Fourier transform of
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ψ(x1; z0). Let ψz0(j, k) be the discrete N ×N matrix associated with ψ(x1; z0), where the
dummy indices j and k each run from 1 through N . Also, F(j, k) be the discrete N × N

matrix obtained through applying the fftshift operation to both rows and column of
the discrete Fourier transform matrix of size N ×N . Then

ψ̃z0(j, k) = F(j, k) ∗ ψz0(j, k) ∗ F(j, k), (2.72)

where ψ̃z0(j, k) is the discrete N×N matrix associated with ψ̃(x̃1; z0). Now we point-wise
multiply ψ̃z0(j, k) with h̃(j, k), where h̃(j, k) is the discrete N ×N matrix associated with
h̃(x̃) (see Eq. (2.71)). Inverse Fourier transform of the resultant matrix gives us ψz(j, k),
the discrete N ×N matrix associated with ψ(x; z).

2.6 Linear canonical transforms and the relationship be-
tween ray and wave optics

In previous Sections, we have obtained optical transformations corresponding to free prop-
agation and thin lens using ray and wave optics in the paraxial limit. In this Section we pro-
vide the explicit connection between any optical transformation corresponding to a general
FOOS expressed using ray and wave optics in the paraxial limit. Suppose a paraxial wave
field ψ(x, y; z) undergoes a unitary transformation given by

ψ(x, y; z) → U ψ(x, y; z), (2.73)

where U is generated by the most general quadratic in the operators x̂, p̂x, ŷ, and p̂y [111].
In fact, as seen through Refs. [111, 112], such a unitary transformation U is in corre-
spondence with a symplectic matrix S ∈ Sp(4,R), i.e., U ≡ U(S). For instance, let
ξ̂ = [x̂, p̂x, ŷ, p̂y]

T , then

U(S) ξ̂ U †(S) = S−1 ξ̂, where (2.74)

SΣST = Σ, with Σ = Ω⊕ Ω, and (2.75)

Ω =

�
0 1

−1 0

�
. (2.76)

In other words, S is a linear canonical transformation [113, 114]. Note that in Eq. (2.75),
‘⊕’ refers to direct sum of matrices. It is readily seen by Eq. (2.74) that both U(S) and
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−U(S) are mapped to the same S. In other words, there exists a two-to-one correspon-
dence between U(S) and S [111, 112]. And as well known, any S ∈ Sp(4,R) can be
characterized by ten independent parameters [111, 96]. Here, detS = 1 reflects the fact
that the refractive indices of the medium for the input and output field amplitudes are the
same.

Now we consider two examples of the unitary operator U . First we start with

Fd = exp

�−idκ

2
(p̂2x + p̂2y)

�
, (2.77)

where

p̂x =
−i

κ

∂

∂x
, and p̂y =

−i

κ

∂

∂y
, (2.78)

in the position representation [115]. Clearly, Fd is the free propagation unitary

exp

�
id

2κ

�
∂2

∂x2
+

∂2

∂y2

��

in the position representation (see Eq. (2.52)). Now, if U = Fd, then Eq. (2.74) reads as

Fd ξ̂ F †
d = F−1(d) ξ̂, (2.79)

where we immediately recognize by Eq. (2.4) that F(d) is the ray transfer matrix corre-
sponding to the free propagation by distance d. The second unitary operator we consider
is

Lf = exp

�−iκ

2f
(x̂2 + ŷ2)

�
≡ Lx

f ⊗ Ly
f , (2.80)

where

x̂ = x, and ŷ = y (2.81)

in the position representation. To this end, we note that Lx
f and Ly

f (see Eq. (2.80)) act
respectively on the operators [x̂, p̂x]T and [ŷ, p̂y]

T alone. Likewise, if U = Lf , then

Lf ξ̂ L†
f = L−1(f) ξ̂. (2.82)

Here, by Eq. (2.26), it is easy to see that L(f) is the ray transfer matrix corresponding to the
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thin lens of focal length f . Note that for the unitary operators Lx
f and Ly

f , by Eq. (2.74), the
associated ray transfer matrices are Lx(f) and Ly(f) respectively, i.e., ray transfer matrices
of cylindrical lenses whose curvatures are in the x and y directions respectively (see (2.28)).

Here, the operators Fd and Lf are axially symmetric, the corresponding symplectic
matrices F(d) and L(f) are in block form as in Eqs. (2.4) and (2.26), and act identically on
[x̂, p̂x]

T and [ŷ, p̂y]
T . Further the blocks F (d), L(f) ∈ Sp(2,R), i.e.,

F (d)ΩF (d)T = Ω and

L(f)ΩL(f)T = Ω,

as seen from Eqs. (2.74) and (2.75). Suppose U(S) acts identically on [x̂, p̂x]
T and [ŷ, p̂y]

T ,
then

U(S) = U1(S)⊗ U2(S), (2.83)

and S = S ⊕ S, (2.84)

where U1(S) (U2(S)) is the most general quadratic in x̂ and p̂x (ŷ and p̂y) and S ∈ Sp(2,R).
With this, Eq. (2.74) can be explicitly written as

U(S) x̂ = (s22 x̂− s12 p̂x)U(S), (2.85)

U(S) p̂x = (−s21 x̂+ s11 p̂x)U(S). (2.86)

Here, U(S) = U1(S) and sjk is the (j, k)–th entry of S with j and k being 1 or 2. Suppose
these operators act on an abstract state vector |ψ1� with ψ1(x) = �x|ψ1� denoting the
paraxial wave field in the position representation. In the position representation, we have

�x|x̂|ψ1� = xψ1(x), (2.87)

and �x|p̂x|ψ1� = − i

κ

∂ψ1

∂x
, (2.88)

where

�x1|x� = δ(x− x1), (2.89)

and

∞�

−∞

dx |x��x| = I, (2.90)
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with I being the identity operator in infinite dimensions. Note that Eqs. (2.89) and (2.90)
are the orthogonality and completeness conditions respectively [115]. Then, in the position
representation, Eqs. (2.85) and (2.86) readily become

�x1|U(S) x̂|ψ1� = �x1|(s22 x̂− s12 p̂x)U(S)|ψ1�, (2.91)

�x1|U(S) p̂x|ψ1� = �x1|(−s21 x̂+ s11 p̂x)U(S)|ψ1�. (2.92)

The LHS of Eq. (2.91) is now written as

�x1|U(S) x̂|ψ1� =
∞�

−∞

dx �x1|U(S) x̂ |x��x|ψ1�,

=

∞�

−∞

dxU(x1, x) xψ1(x), (2.93)

where we have defined

U(x1, x) = �x1|U(S)|x�. (2.94)

Also, the LHS of Eq. (2.92) becomes

�x1|U(S) p̂x|ψ1� =
∞�

−∞

dx �x1|U(S) p̂x|x��x|ψ1�

=

∞�

−∞

dxU(x1, x)

�
− i

κ

∂

∂x

�
ψ1(x)

=

∞�

−∞

dxψ1(x)

�
i

κ

∂

∂x

�
U(x1, x), (2.95)

where in the last step we have integrated by parts, and assumed that the wave field dies off
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at the infinities. Now we consider the RHS of Eq. (2.91). We have

�x1|(s22 x̂− s12 p̂x)U(S)|ψ1� =
∞�

−∞

dx

∞�

−∞

dx2 �x1|(s22 x̂− s12 p̂x)|x2��x2|U(S)|x��x|ψ1�

=

∞�

−∞

dxψ1(x)

�
s22 x1 + s12

i

κ

∂

∂x1

�
U(x1, x). (2.96)

Similarly, the RHS of Eq. (2.92) is written as

�x1|(−s21 x̂+ s11 p̂x)U(S)|ψ1� =
∞�

−∞

dxψ1(x)

�
−s21 x1 − s11

i

κ

∂

∂x1

�
U(x1, x).

(2.97)

By using Eqs. (2.93), (2.95), (2.96), and (2.97) in Eqs. (2.91) and (2.92) we obtain

∞�

−∞

dxψ1(x)

�
x− s22 x1 − s12

i

κ

∂

∂x1

�
U(x1, x) = 0, (2.98)

∞�

−∞

dxψ1(x)

�
i

κ

∂

∂x
+ s21 x1 + s11

i

κ

∂

∂x1

�
U(x1, x) = 0, (2.99)

Because the LHS of Eqs. (2.98) and (2.99) should vanish for any arbitrary ψ1(x), we require

xU(x1, x) =

�
s22 x1 + s12

i

κ

∂

∂x1

�
U(x1, x), (2.100)

i
∂

∂x
U(x1, x) =

�
−s21 x1 − s11

i

κ

∂

∂x1

�
U(x1, x). (2.101)

It is easy to verify that

U(x1, x) =
exp (−iπ/4)√

λs12
exp

�
iκ

2s12
(s11 x

2 − 2 x x1 + s22 x
2
1)

�
. (2.102)

Now we consider the transformed wave field U(S) |ψ1� in Eqs. (2.91) and (2.92), and let
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|ψ2� = U(S) |ψ1�. Then by Eq. (2.102),

ψ2(x1) = �x1|U(S)|ψ1� =
∞�

−∞

dx

∞�

−∞

dx2 �x1|x2��x2|U(S)|x��x|ψ1�

=

∞�

−∞

dxU(x1, x)ψ1(x)

=
exp (−iπ/4)√

λs12

∞�

−∞

dx exp

�
iκ

2s12
(s11 x

2 − 2 x x1 + s22 x
2
1)

�
ψ1(x). (2.103)

We now readily observe that when S = F (d) (Eq. (2.3)), Eq. (2.103) reduces to the free
propagation transformation in the x–z plane as described in Eq. (2.60).

Now we consider the case s12 → 0. By using s11s22 − s12s21 = 1, we can rewrite
Eq. (2.103) as

ψ2(x1) =
exp (−iπ/4)√

λs12

∞�

−∞

dx exp

�
iκ

2s12

�
s11x

2 − 2 x x1 +

�
1 + s12s21

s11

�
x2
1

��
ψ1(x)

=
exp (−iπ/4)√

λs12
exp

�
iκs21
2s11

x2
1

� ∞�

−∞

dxψ1(x) exp

�
iκs11
2s12

�
x− x1

s11

�2
�
.

(2.104)

Note that when s12 → 0, by applying the method of stationary phase [107, 43], we readily
obtain

ψ2(x1) =
exp (−iπ/4)√

λs12
exp

�
iκs21
2s11

x2
1

�
ψ

�
x1

s11

�
× exp (iπ/4)

�
2πs12
κs11

=
1√
s11

exp

�
iκs21
2s11

x2
1

�
ψ1

�
x1

s11

�
. (2.105)

Also we have s11 → 1/s22 as s12 → 0 and Eq. (2.105) can readily be written as

ψ2(x1) =
√
s22 exp

�
iκs21s22

2
x2
1

�
ψ1(s22 x1). (2.106)

Clearly, when S = L(f) (Eq. (2.25)), Eq. (2.105) reads as ψ2(x1) = Lf (x)ψ1(x1), where
Lf (x) is the action of thin lens on a wave field ψ1(x1) traveling in the x–z plane (see
Eq. (2.70)).
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Thus, for any ray transfer matrix S of the axially symmetric system, the associated
wave optic transformation is given by Eq. (2.103), and when s12 → 0, the corresponding
transformation is given by Eq. (2.105). In fact, as seen through Refs. [113, 116], the integral
kernel given in Eqs. (2.102) and (2.105) for a given S can easily be generalized to a general
S ∈ Sp(4,R) (Eq. (2.74)). Let

S =




s11 s13 s12 s14

s31 s33 s32 s34

s21 s23 s22 s24

s41 s43 s42 s44



≡

�
s1 s2

s3 s4

�
. (2.107)

Then, by Refs. [113, 116], the corresponding kernel is

U(x1,x) =
exp (−iπ/2)√

λ det s2
exp

�
iκ

�
1

2
xT
1 s−1

2 s4 x1 − xT
1 s−1

2 x+
1

2
xT s1 s

−1
2 x

��
,

(2.108)

and when det s2 → 0, the kernel is

ψ2(x1) =
1√

det s1
exp

�
iκ

2
xT
1 s3 s

−1
1 x1

�
ψ1

�
s−1
1 x1

�
. (2.109)

2.6.1 Partially coherent wave fields

So far, we have restricted our attention to a coherent monochromatic paraxial wave field
undergoing a unitary transformation generated by the most general quadratic in the opera-
tors x̂, p̂x, ŷ, and p̂y. In fact, we can extend this approach to partially coherent scalar wave
fields as well as to paraxial vectorial wave fields. For instance, a partially coherent light
field is characterized by its cross-spectral density given by

Γ(x1,x2; z) =
�

j

pj ψj(x1; z)ψ
∗
j (x2; z), (2.110)

where ψj(x; z) are it’s constituent coherent components with x = (x, y) and
�

pj = 1.
Evidently by Eqs. (2.73) and (2.74), under the action of a FOOS corresponding to a S on
the partially coherent wave field,

Γ → U(S)ΓU †(S). (2.111)

33



Further, one may evaluate Wolf function [117, 118] from the knowledge of cross-spectral
density as

W (ξ) ≡ W (x,p)

=
κ2

(2π)2

�
d2x1 Γ(x− x1/2,x+ x1/2) exp (iκp · x1), (2.112)

where p = (px, py) and ξ = [x, px, y, py]
T . Then as well known [112, 111],

Γ → U(S)ΓU †(S) ⇐⇒ W (ξ) → W (S−1 ξ). (2.113)

Thus, realizing any symplectic matrix S in terms of ray transfer matrices F(d) and L(f) is
equivalent to realizing the corresponding unitary U(S) in terms of Fd and Lf on a paraxial
wave field (both coherent as well as partially coherent). In a similar fashion, the realization
of a unitary transformation as in Eq. (2.73) extends to paraxial vector wave fields through
the appropriate replacement of the operators ξ̂ = [x̂, p̂x, ŷ, p̂y]

T , as outlined in Refs. [119,
120, 121].

2.6.2 Definition of FOOS

Consider the Wolf function W (ξ) (Eq. (2.112)) corresponding to an optical system. This
optical system is said to be a FOOS if the Wolf function transforms linearly [94] as given in
(2.113). FOOS can be broadly classified into two categories : symmetric and asymmetric.
For symmetric FOOS, ray transfer matrix S−1 acts identically on [x, px]

T and [y, py]
T , i.e.,

S = S ⊕ S (Eq. (2.84)). An equivalent statement is that the ray coordinates x and y trans-
form symmetrically (cf. (2.4) and (2.26)). Otherwise, the FOOS is said to be asymmetric.
It is readily noted that from (2.28) that cylindrical lens is an example of asymmetric FOOS.
We may note that examples of symmetric FOOS include, transmission through quadratic
graded index media, fractional Fourier transform, magnifiers, inverse free propagation, and
etc. [94, 95, 116, 122, 123, 96, 124].

2.7 Orbital angular momentum (OAM) of light

In this Section we obtain OAM possessed by a paraxial wave field traveling in z-direction
from the Maxwell equations (Section 2.3). Since divergence of a curl vanishes, we can
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associate a vector potential A [106, 107] for the magnetic field B obeying Eq. (2.30) as

B = ∇×A. (2.114)

Substituting this in Eq. (2.31), we obtain

∇× E = − ∂

∂t
(∇×A)

∇×
�
E+

∂A

∂t

�
= 0. (2.115)

Because curl of a gradient is zero, we can associate a scalar function V [106, 107] with E

as

E+
∂A

∂t
≡ −∇V . (2.116)

Then the electric field E can be expressed as

E = −∇V − ∂A

∂t
. (2.117)

We can readily note that when the vector potential A does not vary with time, the scalar
function V is just the well known electric potential in electrostatics [106]. Now by using
Eqs. (2.114) and (2.117) in Eq. (2.32) we obtain

∇× (∇×A) = µ0 �0
∂

∂t

�
−∇V − ∂A

∂t

�

∇2A− µ0 �0
∂2A

∂t2
= ∇

�
∇ ·A+ µ0 �0

∂V
∂t

�
. (2.118)

Here, the second equality follows from the first by making use of the identity [106, 107]

∇× (∇×A) = ∇ (∇ ·A)−∇2A. (2.119)

In Lorentz gauge, we choose

∇ ·A+ µ0 �0
∂V
∂t

= 0, (2.120)
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and hence Eq. (2.118) reduces to

∇2A− µ0 �0
∂2A

∂t2
= 0. (2.121)

In other words, A satisfies the wave equation (Eq. (2.35)). In the paraxial limit, A satisfies
the paraxial wave equation (Eq. (2.45)). So, by Eqs. (2.41) and (2.42), the vector potential
A [80, 125] given by

A = îψ(x, y; z) exp [i(κz − ωt)], (2.122)

where î is the unit vector along the x–axis, and ψ(x, y; z) is the associated paraxial wave
field. Then, by Eq. (2.114), the associated magnetic field is

B =

�������

î ĵ k̂
∂
∂x

∂
∂y

∂
∂z

ψ exp [i(κz − ωt)] 0 0

�������

=

�
ĵ

�
∂ψ

∂z
+ iκψ

�
− k̂

∂ψ

∂y

�
exp [i(κz − ωt)]

≈ iκ

�
ĵ ψ + k̂

i

κ

∂ψ

∂y

�
exp [i(κz − ωt)]. (2.123)

Here, ĵ and k̂ are unit vectors along y and z directions respectively. Note that since
��∂ψ
∂z

�� �
|κψ|, we have dropped the first term in the second equality. Now plugging this magnetic
field in one of the Maxwell equations (Eq. (2.32)), we obtain

1

c2
∂E

∂t
=

�������

î ĵ k̂
∂
∂x

∂
∂y

∂
∂z

0 iκψ exp [i(κz − ωt)] −∂ψ
∂y

exp [i(κz − ωt)]

�������

=

�
−î

�
∂2ψ

∂y2
+ iκ

�
∂ψ

∂z
+ iκψ

��
− ĵ

∂2ψ

∂x∂y
+ iκ

∂ψ

∂x

�
exp [i(κz − ωt)]

≈
�
îκ2 ψ + k̂ (iκ)

∂ψ

∂x

�
exp [i(κz − ωt)]. (2.124)
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Here, we note that we have neglected first two terms of the î component, and the ĵ compo-
nent. Now since c = ω/κ, we readily observe that

E ≈ iω

�
îψ + k̂

i

κ

∂ψ

∂x

�
exp [i(κz − ωt)]. (2.125)

It can be noted this choice of electric field is also consistent with the other Maxwell equa-
tion (2.31). With this, the linear momentum density associated with ψ is [80]

P = �0 (E×B)

=
�0
2
(E∗ ×B+ E×B∗)

=
iω �0
2

(ψ∇⊥ψ
∗ − ψ∗ ∇⊥ψ) + k̂ ω κ �0 |ψ|2, (2.126)

where ∇⊥ = î ∂
∂x

+ ĵ ∂
∂y

. Now, integrating Eq. (2.126) over the transverse coordinates x and
y, we readily obtain

P̄ ≡
∞�

−∞

∞�

−∞

dx dy P

= ω κ �0 (̂i �p̂x�+ ĵ �p̂y�+ k̂). (2.127)

Here, p̂x = − i
κ

∂
∂x

, and p̂y = − i
κ

∂
∂y

in the position representation. Also, �ξ̂� is the expec-
tation value of ξ̂, where ξ̂ is some arbitrary operator, and is defined as

�ξ̂� =
∞�

−∞

∞�

−∞

ψ∗(x, y; z) ξ̂ ψ(x, y; z) dx dy. (2.128)

Noting that the orbital angular momentum density L associated with ψ is [126]

L = r× P, (2.129)

where r = x î+ y ĵ + z k̂, and defining

L̄ ≡
∞�

−∞

∞�

−∞

dx dy L, (2.130)
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the z component of L̄ is

L̄z = ω κ �0 (�x̂ p̂y� − �ŷ p̂x�), (2.131)

with x̂ = x, and ŷ = y in the position representation. Likewise, we can also define the
extrinsic angular momentum as

L̄ext = �r�× P̄, (2.132)

where

�r� =
∞�

−∞

∞�

−∞

dx dy ψ∗ rψ. (2.133)

Clearly, the z component of L̄ext is

L̄extz = ω κ �0 (�x̂��p̂y� − �ŷ��p̂x�). (2.134)

Now, the intrinsic angular momentum associated with ψ can readily be defined as

L̄int = L̄− L̄ext, (2.135)

whereas the corresponding z component is

L̄intz = L̄z − L̄extz ≡ ω �0 τ. (2.136)

Here, τ is the twist parameter [127] and is given as

τ = κ �(Δx̂Δp̂y −ΔŷΔp̂x)�, (2.137)

where Δξ̂ = ξ̂ − �ξ̂�. Further, by Refs. [128, 129], we readily observe that for cylindrical
coordinates, τ assumes the form

τ =

�
−i

∂

∂θ

�
. (2.138)

For instance, the LG mode ψl
p(r, θ; z) (see Eq. (2.51)) possesses a twist of l. Thus, paraxial

wave fields possessing dislocations in their phase carry a non-zero twist.
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2.8 Concluding remarks

In summary, we have derived ray transfer matrices for optical transformations such as free
propagation and thin lens in the paraxial limit. Next, we have obtained such transformations
using wave optics in the paraxial limit. We then have showed the equivalence between ray
and wave optic versions for the optical transformation corresponding to a general FOOS in
the paraxial limit. Finally, we have obtained longitudinal OAM carried by paraxial wave
fields from the Maxwell equations.
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Chapter 3

Some standard phase estimation tools and
techniques

3.1 Introduction

In Chapter 1 we outlined phase estimation methods through intensity measurements in gen-
eral. In this Chapter we explain such standard methods classified in Figure 1.1 and related
mathematical tools and techniques. For the interferometry based methods, we discuss phase
shifting interferometry and Fourier fringe analysis, and for the diffraction based methods,
we discuss some of the well known techniques in gradient based and iteration based meth-
ods.

3.2 Phase shifting interferometry

In interferometry, we typically split a coherent wave field into two beams using a beam-
splitter, pass them through reference and test arms, recombine them using another (or the
same) beam-splitter, and record the intensity pattern by a CCD camera. In phase shifting
interferometry, we record a series of interferograms with different phase shifts by providing
an extra phase shift at the reference arm. This extra phase shift could, for instance, be
applied using geometric phase or dynamic phase. While in the former case, the wave
field passing through the reference arm acquires an extra phase shift due to the geometric
phase introduced by the combination of quarter wave and half wave plates [20, 21], the path
length of the reference arm is increased [4, 5] in the latter case, for instance, by means of
piezoelectric transducers (PZT).

To illustrate, we consider Twyman-Green interferometer setup as shown in Figure 3.1,
where the phase shift is achieved by moving the reference surface by means of a PZT. Sup-
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Figure 3.1: Phase shifting interferometry using Twyman-Green interferometer. Coherent
light from laser is collimated by the lens before being split into two beams by the beam-
splitter (BS). These two beams then recombine at the BS after getting reflected by test and
reference surfaces, and the interference pattern is captured by the CCD camera. Here,
motion of the reference surface can be controlled by piezo-electric transducer (PZT).

pose we are able to record N interferograms, namely I1(x, y) through IN(x, y), represented
as

Ij(x, y) = I0(x, y)

�
1 + cos

�
φ(x, y)− 2π

N
j

��
. (3.1)

Here, I0(x, y) is the background intensity, and φ(x, y) is the phase information we wish to
retrieve. Now we discuss how the phase information encoded in these series interferograms
can be extracted. The following analysis is based on Ref. [25]. First, we define the penalty
function Q as

Q ≡
N�

j=1

�
Ij − I0 − I0 cos

�
φ− 2π

N
j

��2

. (3.2)

The best estimate of the phase function φ(x, y) is obtained when the partial derivative of Q
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with respect to φ vanishes, i.e., ∂Q
∂φ

= 0 or

N�

j=1

�
Ij − I0 − I0 cos

�
φ− 2π

N
j

��
sin

�
φ− 2π

N
j

�
= 0. (3.3)

It is readily noted that

N�

j=1

sin

�
2π

N
j

�
=

N�

j=1

Im
�
�j

�
=

N�

j=1

Im

�
� (�N − 1)

� − 1

�
= 0, (3.4)

N�

j=1

cos

�
2π

N
j

�
=

N�

j=1

Re
�
�j

�
=

N�

j=1

Re

�
� (�N − 1)

� − 1

�
= 0, (3.5)

where � = exp
�
2πi
N

�
, the N–th root of unity. Also,

N�

j=1

cos

�
φ− 2π

N
j

�
sin

�
φ− 2π

N
j

�
=

1

2

N�

j=1

Im

�
exp

�
2iφ− 4πi

N
j

��

= 0. (3.6)

Using these results, we obtain

N�

j=1

Ij sin

�
φ− 2π

N
j

�
= 0

sinφ
N�

j=1

Ij cos

�
2π

N
j

�
= cosφ

N�

j=1

Ij sin

�
2π

N
j

�

φ(x, y) = tan−1

��N
j=1 Ij sin

�
2π
N
j
�

�N
j=1 Ij cos

�
2π
N
j
�
�
. (3.7)

Clearly, the retrieved phase is in wrapped form and is unwrapped as demonstrated in Sec-
tion 3.5.

Before proceeding to Fourier fringe analysis [15, 16], we need to understand Hilbert
transforms and the notion of asymptotic analytic signals.

42



3.3 Hilbert transform

Consider a real, square integrable function U(x) with −∞ < x < ∞ and

∞�

−∞

U2(x) dx < ∞. (3.8)

Now its Hilbert transform [130] is defined as

Uh(x) ≡ − 1

π
P

∞�

−∞

U(t̃)

t̃− x
dt̃. (3.9)

Here, P refers to the Cauchy principal value at t̃ = x. The Hilbert transform of Uh(x) is
given by

U(x) = − 1

π
P

∞�

−∞

Uh(t̃)

t̃− x
dt̃. (3.10)

It can be noted that the functions U(x) and Uh(x) form a Hilbert transform pair [130].
Further, the complex analytic signal [130] corresponding to the function U(x) is defined as

Ua(x) ≡ U(x) + i Uh(x). (3.11)

Let Ũ(x̃), Ũh(x̃), and Ũa(x̃) denote the Fourier transform of U(x), Uh(x), and Ua(x) re-
spectively, i.e.,

Ũ(x̃) =
1√
2π

∞�

−∞

U(x) eixx̃ dx, (3.12)

U(x) =
1√
2π

∞�

−∞

Ũ(x̃) e−ixx̃ dx̃. (3.13)

Similarly, the Fourier pairs of Uh(x) and Ua(x) can also readily be defined, and we have
avoided for brevity. Then, by Ref. [41], we note that

Ũh(x) = −i sig(x) Ũ(x), (3.14)
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where sig(x) denotes the signum function of a real variable x and is defined as

sgn(x) =





−1 if x < 0,

0 if x = 0,

1 if x > 0.

(3.15)

By Eqs. (3.11) and (3.14), we readily observe that

Ũa(x̃) = 2Θ(x̃) Ũ(x̃). (3.16)

Here, Θ(x) is the Heaviside step function and is given as

Θ(x) =




1 if x ≥ 0,

0 if x < 0.
(3.17)

3.3.1 Asymptotic analytic signal

Let

U(x) = A(x) cos [Λφ(x)], (3.18)

where A(x) and φ(x) are the amplitude and phase respectively of the function U(x), and
Λ is a large positive real number. Assuming that A(x) and φ(x) are twice and four times
continuously differentiable functions respectively [41, 40], the asymptotic analytic signal
Ua(x) corresponding to the function U(x) is given by

Ua(x) = A(x) exp [iΛφ(x)] +O(Λ−3/2), Λ → ∞. (3.19)

3.4 Fourier fringe analysis

Now we explain the phase retrieval from perturbed straight line fringes. First, we consider
the seminal work of Takeda et al. [15]. Suppose we are given a perturbed straight line fringe
represented as

I(x, y) = I0(x, y) + I0(x, y) cos [φ(x, y) + κ1 x+ κ2 y]. (3.20)
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Here, I0(x, y) is the background intensity, κ1 x+ κ2 y is the effective tilt, and φ(x, y) is the
phase information we wish to retrieve. It is assumed that the functions I0(x, y) and φ(x, y)

vary much slowly in compared with the tilt term. On Fourier transforming Eq. (3.20), we
readily obtain

Ĩ(κx,κy) = Ĩ0(κx,κy) + ϑ̃(κx − κ1,κy − κ2) + ϑ̃∗(κx + κ1,κy + κ2), (3.21)

where ϑ̃(κx,κy) is the Fourier transform of the function

ϑ(x, y) =
1

2
I0(x, y) exp [iφ(x, y)]. (3.22)

In the frequency plane, we observe that there exist three peaks corresponding to the terms
Ĩ0(κx,κy), ϑ̃(κx,κy), and ϑ̃∗(κx,κy) centered at (0, 0), (κ1,κ2), and (−κ1,−κ2) respec-
tively. First, we remove the peak due to the term Ĩ0(κx,κy). As ϑ̃∗(κx,κy) is the complex
conjugate of ϑ̃(κx,κy), it doesn’t contain any extra information. So, we move the peak
corresponding to ϑ̃(κx,κy) to the center, i.e., (0, 0), and inverse Fourier transform to get
back ϑ(x, y). Performing complex logarithm to this function gives

log [ϑ(x, y)] = log

�
1

2
I0(x, y)

�
+ iφ(x, y). (3.23)

Thus, the imaginary part of the complex logarithm contains the desired phase information
in wrapped form and is unwrapped as demonstrated in Section 3.5.

An alternate method suggested by Ikeda et al. [16] is as follows. After Fourier trans-
forming I(x, y) as in Eq. (3.21), we first remove the term Ĩ0(κx,κy) at the center of the
frequency plane. Then we inverse Fourier transform to obtain

Ic(x, y) ≡ I0(x, y) cos [φ(x, y) + κ1 x+ κ2 y]. (3.24)

Since I0(x, y) is assumed to vary slowly in compared with the tilt term, the Hilbert trans-
form (Eq. (3.9)) of Ic(x, y) yields

Is(x, y) ≡ I0(x, y) sin [φ(x, y) + κ1 x+ κ2 y]. (3.25)

By Eqs. (3.24) and (3.25), the phase along with the tilt term is computed as

φ(x, y) + κ1 x+ κ2 y = tan−1

�
Is(x, y)

Ic(x, y)

�
. (3.26)
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Again, the phase extracted is in wrapped form along with the effective tilt. So, the phase
retrieved (discarding the effective tilt) through both phase shifting method (Section 3.2) as
well as Fourier fringe analysis is in wrapped form.

3.5 Phase unwrapping

As remarked earlier in Sections 3.2 and 3.4, the retrieved phase is, in general, wrapped. We
now outline a procedure that demonstrates how such phases are unwrapped. For brevity,
we consider one dimensional version of Eq. (3.26) given by

φ(x) = tan−1

�
Is(x)

Ic(x)

�
. (3.27)

Note that we have discarded the tilt term. Because the tan−1 function returns values be-
tween ±π, the phase function φ(x) is in wrapped form as shown in frame (a) of the Fig-
ure 3.2. In order to obtain the unwrapped phase structure, we need to add or subtract 2π
whenever we encounter a discontinuity.

Let {φw(1),φw(2), . . . ,φw(N)} and {φ(1),φ(2), . . . ,φ(N)} be the discretized ver-
sions of the wrapped phase φw(x) and unwrapped phase φ(x) respectively. Suppose

φw(k + 1)− φw(k) = 2π. (3.28)

Then the corresponding unwrapped phase is

φ(k) = φw(k), (3.29)

φ(k + 1) = φw(k + 1)− 2π. (3.30)

In practice [15], the phase is unwrapped if the inequality

φw(k + 1)− φw(k) ≥ 0.9× 2π. (3.31)

is satisfied instead of Eq. (3.28). Similarly, if

φw(k + 1)− φw(k) ≤ −0.9× 2π, (3.32)
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Figure 3.2: Frame (a) shows an example of the wrapped phase function φ(x), i.e., φ(x)
assuming values between −π and π. Frame (b) is the corresponding unwrapped version of
φ(x) and is obtained by adding or subtracting 2π wherever discontinuity occurs.
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then we readily see that

φ(k) = φw(k), (3.33)

φ(k + 1) = φw(k + 1) + 2π. (3.34)

Applying this procedure, we can obtain the unwrapped phase information from the wrapped
one (see frame (b) of Figure 3.2).

Having discussed some widely used techniques in interferometry based methods, we
now turn our attention towards diffraction based methods in the Sections below.

3.6 Shack-Hartmann wavefront sensor

Figure 3.3: In frame (a), ‘•’ represents the focal spot position formed by the plane wave
field (PW) on the CCD screen. In frame (b), ‘◦’ represents the focal spot position formed by
the PW, while ‘•’ represents the focal spot position formed by an incoming wave field (IW)
on the CCD screen.

In this Section we explain phase retrieval of an incoming wavefront through the use
of its gradients using Shack-Hartmann wavefront sensor. Suppose a wave field A(x, y; z)

× exp [iφ(x, y; z)] is traveling in the z–axis, and whose phase gradients are defined as φx ≡
∂φ
∂x

and φy ≡ ∂φ
∂y

. The Shack-Hartmann wavefront sensor is a device that measures phase
gradients of the incoming wave field (IW). It consists of a lenslet array in which a system of
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Figure 3.4: Shown here is a lens of focal length f in the lenslet array. The PW is focused
at the center x0 where the z–axis passes through the CCD screen, while the IW is focused
at the point x on the CCD screen. Clearly, the tilt of the IW is proportional to x− x0.

N1×N2 lenses with same focal length are placed in a rectangular lattice. The spots formed
by these lenses due to the IW fall on the screen of the CCD camera with N3 × N4 pixels.
Suppose a plane wave field (PW) passes through the lenslet array and makes spots on the
CCD screen as shown in frame (a) of Figure 3.3. For instance, as illustrated in Figure 3.4,
the PW is focused at the center x0 where the z–axis passes through the CCD screen, and
the arbitrary IW is focused at the point x on the CCD screen. It is easy to see that the tilt of
the IW is proportional to the distance x−x0. As seen through Ref. [131], α, angle between
PW and IW, is given by

α =
x− x0

f
=

1

κ
φx. (3.35)

Now, having determined the phase gradients φx and φy, we can reconstruct the phase in-
formation φ(x, y) using the least square method outlined in Section 6.3. Two remarks are
in order. First, the phase gradients are obtained by diffracting the wave field through the
lenslet array. Second, this method reconstructs the phase directly from its gradients without
phase unwrapping (see Section 3.5).
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3.7 Gerchberg-Saxton (GS) algorithm

Figure 3.5: Schematic of Gerchberg-Saxton (GS) algorithm. The wave field at plane P1
is Fourier transformed (free propagation by a distance f , followed by a thin lens of focal
length f , and followed by another free propagation by a distance f ) and reaches the plane
P2. At P2, the amplitude of the wave field is replaced with A(x, y; z2), and the resulting
wave field is now inverse Fourier transformed and reaches P1. Here, again we replace the
amplitude with A(x, y; z1). Repeating this process N times retrieves the respective phases
at planes P1 and P2.

In this Section we overview some well known iterative algorithms to retrieve phases
from two or more transverse plane intensity measurements. We first explain GS algo-
rithm [58], an iterative process to obtain the phase information from the knowledge of in-
tensity information recorded at two transverse planes. Suppose a wave field is traveling in
the z–axis. Let P1 and P2 be two transverse planes separated by a distance 2f as shown in
Figure 3.5, and the wave fields at P1 and P2 can be represented by ψ(x, y; z1) = A(x, y; z1)

× exp [iφ(x, y; z1)] and ψ(x, y; z2) = A(x, y; z2) exp [iφ(x, y; z2)] respectively. Here, A(·)
and φ(·) denote amplitude and phase functions at the respective transverse planes. Also,
the wave field ψ(x, y; z2) is the Fourier transform of ψ(x, y; z1). The Fourier transforma-
tion between the planes P1 and P2 is achieved by free propagating the wave field by a
distance f , followed by a thin convex lens of focal length f , and followed by another free
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propagation by a distance f [108, 132, 95]. Suppose we have the intensity information
I(x, y; z1) = A2(x, y; z1) and I(x, y; z2) = A2(x, y; z2) measured at the planes P1 and
P2 respectively, and we wish to retrieve the phases φ(x, y; z1) and φ(x, y; z2). To do so,
we first begin with A(x, y; z1) exp [iφ1(x, y; z1)], where φ1(x, y; z1) is the trial phase as-
sumed at P1. Numerical Fourier transformation of this wave field then yields ψ1(x, y; z2) =

A1(x, y; z2) exp [iφ1(x, y; z2)]. Now we replace A1(x, y; z2) with A(x, y; z2) and numeri-
cally inverse Fourier transform the resultant wave field to obtain ψ2(x, y; z1) = A2(x, y; z1)

× exp [iφ2(x, y; z1)]. The amplitude A2(x, y; z1) is again replaced with A(x, y; z1), and the
process is iterated for N times. After N such iterations, the wave field obtained after N
iterations, i.e., ψ2N(x, y; z1), is nearly identical to the actual wave field ψ(x, y; z1). In other
words, the respective phases at planes P1 and P2 are obtained after N iterations.

Several modifications to the GS algorithm have been proposed in the literature [59, 133,
61]. In Ref. [59], it was demonstrated that the introduction of new set of object constraints
sped up the convergence of the algorithm. The uniqueness of the phase retrieved through
the GS algorithm was discussed in Ref. [134]. These iterative algorithms, as discussed by
Fienup and Wackerman [133], could stagnate, and they studied some standard stagnation
problems and proposed ways to overcome them. Fienup [61] also proved that the conver-
gence of the iterative algorithm in which the wave fields at P1 and P2 were related by free
propagation transformation instead of Fourier transformation. In fact, in Refs. [135, 62],
it was demonstrated that the phase information of the wave fields at P1 and P2 could be
retrieved if the respective wave fields were related by any unitary transformation pertaining
to a symmetric FOOS, or even by a non-unitary transformation. In Refs. [63, 64], a se-
quence of intensities were recorded at N transverse planes, and the GS algorithm was used
to retrieve the phase information. It was argued that the phase retrieval was unambiguous
owing to the constraints imposed by the intensity information at more transverse planes.

3.8 Transport-of-intensity equation

Transport-of-intensity method is another well known diffraction based method to retrieve
phase from intensities. Suppose a paraxial wave field ψ(x; z) with x = (x, y) is traveling in
the z–axis. Say we measure intensities at nearby transverse planes located at z and z + δz

with δz → 0. Then the phase information can be extracted as follows. Let us consider a
paraxial wave field

ψ(x) = A(x) exp [iφ(x)] (3.36)
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respecting the paraxial wave equation (Eq. (2.45)), where A(·) and φ(·) refer to the ampli-
tude and phase respectively of the wave field ψ(x). After a little straightforward algebra,
we have

∂ψ

∂x
= exp (iφ)

�
∂A

∂x
+ i A

∂φ

∂x

�
, and (3.37)

∂2ψ

∂x2
= exp (iφ)

�
∂2A

∂x2
+ 2 i

∂A

∂x

∂φ

∂x
− A

�
∂φ

∂x

�2

+ i A
∂2φ

∂x2

�
. (3.38)

Similarly, it can readily be obtained that

∂2ψ

∂y2
= exp (iφ)

�
∂2A

∂y2
+ 2 i

∂A

∂y

∂φ

∂y
− A

�
∂φ

∂y

�2

+ i A
∂2φ

∂y2

�
, and (3.39)

∂ψ

∂z
= exp (iφ)

�
∂A

∂z
+ i A

∂φ

∂z

�
. (3.40)

Substituting Eqs. (3.38), (3.39), and (3.40) in Eq. (2.45), and equating real and imaginary
parts, we respectively obtain

2κ
∂φ

∂z
= |∇⊥φ|2 −

1

A
∇2
⊥A, and (3.41)

2κ
∂A

∂z
= 2∇⊥A ·∇⊥φ+ A∇2

⊥φ. (3.42)

Here, ∇⊥ = î ∂
∂x

+ ĵ ∂
∂y

. Since the intensity is I(x) = A2(x), Eqs. (3.41) and (3.42)
respectively become

2κ
∂φ

∂z
= |∇⊥φ|2 − I−1/2 ∇2

⊥(I
1/2), (3.43)

and

2κ
∂I1/2

∂z
= 2∇⊥(I

1/2) ·∇⊥φ+ I1/2 ∇2
⊥φ

κ
∂I

∂z
= ∇⊥I ·∇⊥φ+ I∇2

⊥φ. (3.44)

Now rewriting Eq. (3.44), we obtain

κ
∂I

∂z
= ∇2

⊥Φ, where (3.45)

∇⊥Φ = I∇⊥φ. (3.46)
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Eq. (3.45) is known as the transport-of-intensity equation (TIE) [12, 10], and Φ is the aux-
iliary function. Note that Eq. (3.45) is the two dimensional Poisson’s equation [136]. Be-
cause we know the intensities at nearby transverse planes z and z + δz with δz → 0, we
can write

∂I

∂z
≈ I(z + δz)− I(z)

δz
. (3.47)

Now using the knowledge of ∂I/∂z, one first solves the Poisson equation (Eq. (3.45)) to
obtain Φ, the auxiliary function, and consequently the phase φ. Two well known meth-
ods in this regard are Green’s function approach by Teague (see Ref. [10]) and Zernike
polynomial decomposition (see Ref. [12]). Other approaches towards solving Eq. (3.47)
are summarized in the Section 6.3 of Ref. [8]. Further, in the transport of intensity method,
intensity information from two nearby transverse planes with Δz separation is obtained,
and their difference yields ∂I/∂z (see Eq. (3.47)). This is in contrast with phase extraction
from phase gradients, where derivatives of phase in the transverse direction are extracted
from a single intensity pattern. For instance, in a Shack-Hartmann wavefront sensor (see
Section 3.6), the diffracted intensity pattern obtained from lenslet array yields the phase
gradient. Similarly, phase gradients can also be extracted from an interferogram which has
almost sinusoidal fringes, as outlined in Section 6.2.

Before closing this Section, we have two key observations in this regard. First, we need
to specify boundary conditions as the Poisson’s equation (Eq. (3.45)) is a partial differential
equation. Second, even if are given the knowledge of the boundary conditions, as shown
in Refs. [13, 8], this method of phase retrieval cannot retrieve phases with dislocations
unambiguously because the intensity has zeros.

3.9 Noise

In previous Sections we have explained few standard phase estimation techniques from
intensity measurements. As we know, these intensities are typically measured using CCD
cameras. As CCDs are known to introduce noise in the measurement process [137], it is
necessary to quantify them. Let {f1, f2, . . . , fN} be the discretized function measured by
the CCD consisting of N pixels. Then, the mean (µ) and variance (σ2) of the signal are
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respectively defined as

µ =
1

N

N�

j=1

fj, (3.48)

σ2 =
1

N2

N�

j=1

(fj − µ)2. (3.49)

Suppose the device measures {f1 + η1, f2 + η2, . . . , fN + ηN}, where {η1, η2, . . . , ηN} is
the noise signal with zero mean and variance σ2

η . Now the signal-to-noise ratio (SNR) can
be defined as

SNR = 10 log10

�
σ2

σ2
η

�
dB. (3.50)

Here, dB stands for decibels. For example, SNR of 10 dB implies that the variance of the
noise signal is 10 % of the variance of the signal {f1, f2, . . . , fN}.

3.10 Concluding remarks

In conclusion, we have briefly discussed some widely used tools and techniques in phase
estimation from intensity measurements. We have also demonstrated that the phase re-
trieval using phase shifting and Fourier fringe analysis require phase unwrapping. Further,
we have indicated that estimation of phases with dislocations using TIE needs the knowl-
edge of boundary conditions and is not unique as the intensity has zeros.
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Chapter 4

Realization of FOOS using thin lenses of
positive focal length

4.1 Introduction

In Section 2.6 we remarked that realizing any symplectic matrix S ∈ Sp(4,R) in terms of
ray transfer matrices F(d) and L(f) is equivalent to realizing the corresponding unitary
U(S) in terms of Fd and Lf on a paraxial wave field (both coherent as well as partially
coherent). In fact, several methods of decomposing a ray transfer matrix pertaining to
a symmetric FOOS, i.e., S = S ⊕ S with S ∈ Sp(2,R), have been discussed in the
literature [138, 132, 139, 140, 141, 94, 142, 143, 144, 145, 146, 147]. And the use of matrix
methods and group theoretic techniques to arrive at the respective decompositions have
been detailed in Refs. [148, 117, 114, 96]. The problem of decomposing the most general
S in terms of elementary matrices was discussed in Refs. [149, 139, 138, 132, 94]. For
example, in Ref. [132] four possible decompositions for a ray transfer matrix was outlined,
and in Ref. [138], eight possible decompositions for a ray transfer matrix was outlined. And
these decompositions could be in principle used to arrive at other decompositions.

When a ray transfer matrix S is decomposed in terms of F (d) and L(f), then such a
decomposition corresponds to a FOOS which realizes the optical transformation in terms of
the corresponding free propagations and lenses. In general, two different FOOS can realize
the same optical transformation [132, 150], and they are of different size and structure. In
Ref. [141] it was implied that not all S ∈ Sp(2,R) can be physically realized as a symmet-
ric FOOS. For instance, it was argued that it is impossible to physically realize propagation
through a negative distance, i.e., inverse free propagation, since it would require a medium
of ‘negative thickness’.

In Ref. [94] the problem of realizing the most general symmetric FOOS using thin
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lenses and free propagation was addressed. It was not only shown that inverse free propa-
gation was physically realizable, but that every ray transfer matrix (optical transformation)
S could be implemented as a symmetric FOOS which uses not more three lenses of ar-
bitrary focal length. An alternative proof was provided in Ref. [151]. In Ref. [95], it was
proved three convex lenses, as opposed to three thin lenses as in Ref. [94], were sufficient
in the realization of such systems. In fact, it was proved that five convex lenses of unit focal
length would realize any such system. It was further observed that any convex (concave)
lens of arbitrary focal length can be realized by not more than three (two) convex lenses of
unit focal length.

Having discussed the realization of symmetric FOOS, we now briefly review the asym-
metric case. In the seminal work of Ref. [94], it was indicated that any element of Sp(4,R)
can be realized using finite sequence of free propagation and thin lenses (with positive or
negative focal length) through making use of a theorem pertaining to Lie groups. Although
they concluded that it is possible to synthesize any element S ∈ Sp(4,R) using finite num-
ber of thin lenses and free propagation, they did not provide an explicit decomposition to
realize any such S. As a continuation to this work, Simon and Wolf [96] gave specific
examples of asymmetric FOOS such as partial Fourier transform, gyrator, cross gyrator,
and image reflector. In our work, instead of following the group theoretic approach as in
Ref. [94], we realize any general FOOS using matrix identities. Here, some of the matrix
identities have been borrowed directly from the author’s previous work on realization of
symmetric FOOS [95].

In this Chapter we show that any general FOOS can be realized using elementary op-
tical transformations including free propagation, thin convex lenses, and thin cylindrical
lenses of positive focal length. That is, we explicitly realize any S ∈ Sp(4,R) as a se-
quence in matrices F(d), L(f), Lx(f), and Ly(f), with f > 0. First, we realize some
examples of symmetric FOOS using free propagation and thin convex lenses developed
by the author in Ref. [95]. By making use of these identities, we realize some standard
examples of asymmetric FOOS including differential magnifiers and differential fractional
Fourier transformations. Besides, using Euler decomposition, we prove that any general
FOOS won’t require more than 14 cylindrical lenses of positive focal length and 4 convex
lenses to realize.
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4.2 Realization of symmetric FOOS using thin lenses

Now we present below the realization of few symmetric FOOS. Even though these identi-
ties can readily be verified by elementary 2 × 2 matrix multiplications, a formal treatment
on how to obtain them in a general setting is available in Ref. [95].

Figure 4.1: Realization of the ray transfer matrix σd (see Eq. (4.1)) associated with the
Fourier transformation using thin lens and free propagations. Here, IP and OP refer to
input plane and output plane respectively.

Fourier transformation : First we start with the ray transfer matrix associated with the
Fourier transformation. Eq. (10) of Ref. [95] reads

σd ≡
�

0 d

−1/d 0

�
= F (d)L(d)F (d). (4.1)

The corresponding schematic is shown in Figure 4.1.

Negative identity : By Eq. (13) of Ref. [95], the realization of ray transfer matrix associ-
ated with the negative identity transformation is

−11 = F (2d)L(d)F (2d)L(d), (4.2)

and the corresponding schematic is shown in Figure 4.2.

57



Figure 4.2: Realization of the ray transfer matrix −11 (see Eq. (4.2)) using thin lens and
free propagations. Here, IP and OP refer to input plane and output plane respectively.

Figure 4.3: Realization of the ray transfer matrix −F (−d) (see Eq. (4.3)). Here, IP and
OP refer to input plane and output plane respectively.

58



Negative of inverse free propagation : The ray transfer matrix associated with this trans-
formation is −F (−d). Pre-multiplying both sides of Eq. (4.2) by F (−2d) and replacing d

with d/2, we obtain

−F (−d) = L

�
d

2

�
F (d)L

�
d

2

�
. (4.3)

The corresponding schematic is shown in Figure 4.3.

Figure 4.4: Realization of the ray transfer matrix Ma (see Eq. (4.5)) associated with the
positive magnifier transformation. Here, IP and OP refer to input plane and output plane
respectively, and the distances are not to scale.

Magnifier transformation : The ray transfer matrix associated with the magnifier trans-
formation is given by [94, 95]

Ma ≡
�
a 0

0 1/a

�
, (4.4)

with a being real and �= 0. When a > 0 (a < 0), Ma is called as positive (negative)
magnifier. For positive magnifier, by Eq. (36) of Ref. [95], the realization is

Ma = F (1 + a)L(1)F

�
2 +

1

a

�
L(1)F (2 + a)L(1)F (1). (4.5)
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For negative magnifier, a straight-forward multiplication yields the realization

M−a = L(a)F (1 + a)L(1)F

�
1 +

1

a

�
. (4.6)

The schematic diagrams for the realization of Ma and M−a are shown in Figures 4.4 and
4.5 respectively.

Figure 4.5: Realization of the ray transfer matrix M−a (see Eq. (4.6)) associated with the
negative magnifier transformation. Here, IP and OP refer to input plane and output plane
respectively, and the distances are not to scale.

Fractional Fourier transformation : is defined as [95]

Rα ≡
�
cosα − sinα

sinα cosα

�
, (4.7)

with 0 ≤ α < 2π. When 0 < α < 3π/2, we make use of Eq. (33) of Ref. [95] and obtain

Rα = F
�
1 + cot

α

2

�
L(1)F (2 + sinα)L(1)F

�
1 + cot

α

2

�
, (4.8)

and the corresponding schematic is shown in Figure 4.6. When α = 3π/2, Rα = σ1

(Eq. (4.1)), and we therefore require one lens for realization. Now, when 3π/2 < α ≤ 2π,

60



Figure 4.6: Realization of the ray transfer matrix Rα (see Eq. (4.8)) associated with the
fractional Fourier transformation with 0 < α < 3π/2, d1 = 1 + cot (α/2), and d2 =
2 + sinα. Here, IP and OP refer to input plane and output plane respectively, and the
distances are not to scale.

Figure 4.7: Realization of the ray transfer matrix Rα (see Eq. (4.9)) associated with the
fractional Fourier transformation with 3π/2 < α ≤ 2π, d1 = 2 + (1 + sinα)/ cosα,
d2 = 2 + cosα, and d3 = 1 + (1− sinα)/ cosα. Here, IP and OP refer to input plane and
output plane respectively, and the distances are not to scale.
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by Eq. (36) of Ref. [95], we have

Rα = F

�
1 +

1− sinα

cosα

�
L(1)F (2 + cosα)L(1)F

�
2 +

1 + sinα

cosα

�
L(1)F (1). (4.9)

The corresponding schematic is shown in Figure 4.7. Finally, when π < α < 2π, it can
also be noted that

Rα = F
�
− tan

α

2

�
L

� −1

sinα

�
F
�
− tan

α

2

�
, (4.10)

and the corresponding schematic is shown in Figure 4.8.

Figure 4.8: Realization of the ray transfer matrix Rα (see Eq. (4.10)) associated with the
fractional Fourier transformation with π < α < 2π. Here, IP and OP refer to input plane
and output plane respectively, and the distances are not to scale.

Having realized some examples of symmetric FOOS, we now realize the most general
FOOS, i.e., S ∈ Sp(4,R), in the following Sections.

62



4.3 Euler decomposition and Euler rotations

As is well known, any symplectic matrix S ∈ Sp(4,R) can be Euler decomposed as [114,
152, 153]

S = R1 MRT
2 , (4.11)

where both R1 and R2 are orthogonal and symplectic, i.e., R1, R2 ∈ Sp(4,R) ∩ O(4,R),
and M = Ma ⊕ Mb with Ma = diag {a, a−1} and Mb = diag {b, b−1}. To this end,
we first note that Sp(4,R) is a non-compact group. Also, both R1 and R2 are elements
of the symplectic orthogonal group Sp(4,R) ∩ O(4,R) (the maximal compact subgroup
of Sp(4,R) and is isomorphic to unitary group U(2)). Further, M is an element of non-
compact group [114]. Now consider the quadratic operators [128] :

Ĵ0 =
1

4
(x̂2 + ŷ2 + p̂2x + p̂2y)−

1

2
, (4.12)

Ĵ1 =
1

4
(x̂2 − ŷ2 + p̂2x − p̂2y), (4.13)

Ĵ2 =
1

2
(x̂ŷ + p̂xp̂y), (4.14)

Ĵ3 =
1

2
(x̂p̂y − ŷp̂x). (4.15)

It is easily verified that Ĵ0 commutes with Ĵj , and [Ĵj, Ĵk] = i�jkl Ĵl, where j, k, and l can
be 1, 2, or 3. While Ĵ0 generates U(1), Ĵ1, Ĵ2, and Ĵ3 generate SU(2).

Remark : By Eqs. (4.12)-(4.15) we observe that while Ĵ0 generates equal amount of ro-
tations in the x–px and y–py planes of the phase space, Ĵ1 generates equal and opposite
amount of rotations in the x–px and y–py planes. Also, Ĵ2 is a generator of equal amount
of rotations in the x–py and y–px planes. Finally, Ĵ3 produces equal amount of rotations
in x–y and px–py planes, i.e., spatial rotation in the transverse x–y plane [128]. Here, we
note that any unitary operator generated by Ĵ0, Ĵ1, Ĵ2, and Ĵ3 and their linear combination
results in a compact transformation in the phase space.

Now define the unitary operators Jj = exp (i 2αĴj), with j = 0, 1, 2, 3. We then have

J †
j ξ̂ Jj = Jj(α) ξ̂, (4.16)

such that Jj(α) ∈ Sp(4,R) ∩ O(4,R). Performing the necessary algebra it is obtained
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that

J0(α) =

�
Rα 0

0 Rα

�
, (4.17)

J1(α) =

�
Rα 0

0 R−α

�
, (4.18)

J2(α) =

�
cos(α) 11 − sin(α) σ1

− sin(α) σ1 cos(α) 11

�
, (4.19)

J3(α) =

�
cos(α) 11 sin(α) 11

− sin(α) 11 cos(α) 11

�
, (4.20)

where Rα is the rotation matrix (see Eq. (4.7)) and σ1 is the ray transfer matrix associated
with the Fourier transform (see Eq. (4.1)). Here 0 ≤ α < 2π and it is readily seen that
Jj(α) with j = 0, 1, 2, 3 are one-parameter subgroups of O(4,R). In particular, given that
any U ∈ U(2) can be decomposed using Euler rotations [154, 115, 128] as

U = exp (i 2αĴ0) exp (i 2βĴj) exp (i 2γĴk) exp (i 2δĴj), (4.21)

with j, k ∈ 1, 2, 3 and j �= k. Then by Eqs. (4.17)-(4.20), any R ∈ Sp(4,R) ∩ O(4,R)
such that U † ξ̂ U = R ξ̂, is realized as

R = J0(α)Jj(β)Jk(γ)Jj(δ). (4.22)

Since R is a representative of U(2) = U(1) × SU(2) with J0(α) representing U(1) and
Jj(β)Jk(γ)Jj(δ) representing SU(2), it is readily seen that 0 ≤ α < 2π, 0 ≤ β, δ < π,
and 0 ≤ γ ≤ π/2 or π ≤ γ ≤ 3π/2 [155]. Note that γ → γ + π results in R → −R.
Further in Eqs. (4.19) and (4.20), J2(θ) and J3(θ) are readily identified as the cross gyrator

and gyrator respectively of Ref. [96].

Now to realize M of Eq. (4.11), define the unitary operator

M(α1,α2) = exp

�−i

2
[α1(x̂ p̂x + p̂x x̂) + α2(ŷ p̂y + p̂y ŷ)]

�
. (4.23)

We then have

M(α1,α2)
† ξ̂M(α1,α2) = M ξ̂, with

M = diag {a, 1/a, b, 1/b} ≡ Ma ⊕Mb, (4.24)
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and a = exp (α1), and b = exp (α2). With this, if one obtains decompositions for R and
M in terms of F(d), L(f), Lx(f), and Ly(f), then by Eq. (4.11), any S is realized.

4.4 Some elementary decompositions

In this Section, we work out the decomposition for a symplectic matrix S of the form
S = S1 ⊕ S2, where S1, S2 ∈ Sp(2,R). We begin with the example of one-sided free
propagation.

Figure 4.9: Shown here is the lens arrangement to realize one-sided free propagation (see
Eq. (4.25)). Here, IP and OP stand for input plane and output plane respectively.

4.4.1 One-sided free propagation

It is a unitary transformation on a paraxial light field such that in one of the transverse
coordinates, say x, the wave field propagates by distance d, while on the other transverse
coordinate y the wave field remains unaffected. The symplectic matrix S corresponding to
such a unitary transformation is given by S = F (d)⊕ 11, and can be realized as

�
F (d) 0

0 11

�
= F

�
d

3

�
Ly

�
d

9

�
F

�
d

3

�
Ly

�
d

9

�
F

�
d

3

�
Ly

�
d

9

�
. (4.25)
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Clearly, one-sided free propagation consumes three cylindrical lenses of positive focal
length to realize. The corresponding schematic is shown in Figure 4.9.

4.4.2 Differential free propagation

It is a unitary transformation whereby a paraxial wave field propagates by different dis-
tances in the coordinate axes x and y respectively. Let d1, d2 > 0 with d1 > d2. Then the
S corresponding to the differential free propagation is given by

�
F (d1) 0

0 F (d2)

�
= F(d2)×

�
F (d1 − d2) 0

0 11

�
. (4.26)

Here the second matrix in the RHS is realized using Eq. (4.25). Similarly, if d1 < d2, then

�
F (d1) 0

0 F (d2)

�
= F(d1)×

�
11 0

0 F (d2 − d1)

�
. (4.27)

Note that for the realizations in Eqs. (4.26) and (4.27), three cylindrical lenses of positive
focal length have been used.

4.4.3 Differential inverse free propagation

It is a unitary transformation in which a paraxial wave field “inverse free propagates” by
different distances in the transverse coordinates x and y and has its corresponding sym-
plectic matrix S given by S = F (−d1)⊕ F (−d2) with d1, d2 ≥ 0. Now we know that the
symplectic matrix S corresponding to the negative of inverse free propagation by distance
d units by Eq. (4.3) is

−F(−d) = L

�
d

2

�
F(d)L

�
d

2

�
. (4.28)

The corresponding schematic is shown in Figure 4.10. Further, −F (−d) ⊕ −11 can be
decomposed as

�
−F (−d) 0

0 −11

�
= Lx

�
d

2

�
F

�
d

4

�
Ly

�
d

4

�
F

�
d

2

�
Ly

�
d

4

�
F

�
d

4

�
Lx

�
d

2

�
.

(4.29)
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Figure 4.10: Shown here is the lens arrangement to realize negative of inverse free propa-
gation (see Eq. (4.28)). Here, IP and OP stand for input plane and output plane respectively.

Figure 4.11 shows the corresponding lens arrangement. Now by Eqs. (4.28) and (4.29),
F (−d1)⊕ F (−d2) is decomposed as follows : Let d1, d2 > 0 with d1 > d2. Then

�
F (−d1) 0

0 F (−d2)

�
= −F(−d2)×

�
−F (d2 − d1) 0

0 −11

�
. (4.30)

Now when d1 < d2, we have

�
F (−d1) 0

0 F (−d2)

�
= −F(−d1)×

�
−11 0

0 −F (d1 − d2)

�
. (4.31)

It is easily seen from Eqs. (4.30) and (4.31) that differential inverse free propagation is
realized by two convex lenses and four cylindrical lenses of positive focal length. Note
that in Eq. (4.30) ((4.31)), by setting d2 = 0 (d1 = 0), we realize one-sided inverse free
propagation, i.e., F (−d1)⊕ 11 (11⊕ F (−d2)).
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Figure 4.11: Shown here is the lens arrangement to realize −F (−d)⊕−11 (see Eq. (4.29)).
Here, IP and OP stand for input plane and output plane respectively.

4.4.4 Partial Fourier transformation

The symplectic matrix S corresponding to two dimensional Fourier transform is given
by [118, 111]

σd ⊕ σd, (4.32)

where σd is ray transfer matrix associated with the Fourier transform (see Eq. (4.1)) with
d > 0. Partial Fourier transformer performs Fourier transform operation on the wave field
in one transverse coordinate, say x, and performs identity transform in the other transverse
coordinate y. That is, the symplectic matrix corresponding to the partial Fourier transform
is given by

Py(d) ≡ 11⊕ σd. (4.33)

We can write

Py(d) = F

�
d

3

�
Lx

�
2d

9

�
F

�
2d

3

�
Lx

�
2d

9

�
Ly(d)F

�
2d

3

�
Lx

�
2d

9

�
F

�
d

3

�
.

(4.34)
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Note that in realizing Py(d), we have made use of four cylindrical lenses of positive focal
length. Figure 4.12 shows the corresponding lens arrangement.

Figure 4.12: Shown here is the lens arrangement to realize partial Fourier transforma-
tion (see Eq. (4.34)). Here, IP and OP stand for input plane and output plane respectively.

4.4.5 Inverse partial Fourier transformation

The symplectic matrix S corresponding to the inverse partial Fourier transformation is
given by P−1

y (d) = 11⊕ σ−d. Now P−1
y (d) can be rewritten as

P−1
y (d) = P̃y(d)× (−11), where

P̃y(d) ≡ −11⊕ σd. (4.35)

Now P̃y(d) is realized as

P̃y(d) = F(d)Lx

�
d

2

�
Ly(d)F(d)Lx

�
d

2

�
. (4.36)

Note that −11 can be realized as in Eq. (4.2). With this,

P−1
y (d) = F(d)Lx

�
d

2

�
Ly(d)F(d)Lx

�
d

2

�
F(2d)L(d)F(2d)L(d). (4.37)
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That is, two convex lenses and three cylindrical lenses of positive focal length are required
to realize P−1

y (d). Figure 4.13 shows the corresponding lens arrangement.

Figure 4.13: Shown here is the lens arrangement to realize inverse partial Fourier transfor-
mation (see Eq. (4.37)). Here, IP and OP stand for input plane and output plane respectively.

4.4.6 Image reflector

It is a unitary transformation on a paraxial wave field such that one of the transverse coor-
dinates, say y, is replaced with −y. The symplectic matrix S corresponding to the image
reflector is given by Iy ≡ 11⊕ (−11) and can be realized as

Iy = F

�
3d

2

�
Lx(d)F(3d)Lx(d)Ly

�
9d

4

�
F(3d)Lx(d)F

�
3d

2

�
Ly

�
9d

4

�
. (4.38)

In other words, the image reflector is realized using five cylindrical lenses of positive focal
length. Figure 4.14 shows the corresponding lens arrangement.

4.4.7 Differential magnifiers

It is a unitary transformation on a paraxial wave field such that the transverse coordinates
x and y are scaled differentially. The symplectic matrix S corresponding to differential
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Figure 4.14: Shown here is the lens arrangement to realize image reflector (see Eq. (4.38)).
Here, IP and OP stand for input plane and output plane respectively.

magnifier is M as stated in Eq. (4.24). M can be realized as

M =

�
−Ma 0

0 F (t)

�
(−F(−t))

�
F (t) 0

0 −Mb

�

= Lx(ad)F[(a+ 1)d]Lx(d)F

�
(a+ 1)d

a

�

× L

�
t

2

�
F(t)L

�
t

2

�

× Ly(b)F(b+ 1)Ly(1)F

�
b+ 1

b

�
, (4.39)

where t = (b+ 1)2/b and d = at/(a+ 1)2. Note that in realizing −F(−t), we have made
use of Eq. (4.28). Also, the matrices −Ma ⊕ F (t) and F (t) ⊕ (−Mb) were realized as in
Eq. (4.6). So M is realized using four cylindrical lenses of positive focal length and two
convex lenses.

4.4.8 Differential fractional Fourier transformations

It is a unitary transformation on a paraxial wave field such that the operator arrays [x̂, p̂x]T

and [ŷ, p̂y]
T are rotated by different amounts. The corresponding symplectic matrix S is
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Dα,β ≡ Rα ⊕ Rβ (see (4.7)). Note that Dα,α = J0(α). Now we know from Eqs. (4.8) and
(4.10) that J0(α) of Eq. (4.17) can be decomposed as

J0(α) = F
�
1 + cot

α

2

�
L(1)F(2 + sinα)L(1)F

�
1 + cot

α

2

�
, 0 < α <

3π

2
, (4.40)

and

J0(α) = F
�
− tan

α

2

�
L

� −1

sinα

�
F
�
− tan

α

2

�
, π < α < 2π. (4.41)

In words, J0(α) requires no more than two convex lenses for its realization. Note that J0(0)

can be realized as in Eq. (4.9). Now when π < (β − α) < 2π, Dα,β can be decomposed as

Dα,β = J0(α + π)

�
F (d) 0

0 Rβ−α

��
−F (−d) 0

0 −11

�
. (4.42)

Similarly, when 0 < (β − α) < π, Dα,β can be decomposed as

Dα,β = J0(β + π)

�
Rα−β 0

0 F (d)

��
−11 0

0 −F (−d)

�
. (4.43)

Since J0(·) consumes no more than two convex lenses and F (d) ⊕ Rβ−α (Rα−β ⊕ F (d))
consumes no more than one cylindrical lens of positive focal length (see Eq. (4.41)) and
−F (−d) ⊕ −11 (−11 ⊕ −F (−d)) is realized as illustrated in Eq. (4.29) consuming four
cylindrical lenses of positive focal length, Dα,β requires not more than five cylindrical
lenses of positive focal length and two convex lenses to realize. Note that in Eqs. (4.42)
and (4.43), d is the total distance required to realize Rβ−α (Rα−β). As a special case of
Dα,β , we have J1(θ) = Dα,−α (see Eq. (4.18)). By Eqs. (4.42) and (4.43), J1(α) can be
decomposed in the following two ways, i.e.,

J1(α) = J0(π + α)J1a(α), and (4.44)

J1(α) = J0(π − α)J1b(α), (4.45)

with

J1a(α) ≡
�
F (d) 0

0 R−2α

��
−F (−d) 0

0 −11

�
, (4.46)
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J1b(α) ≡
�
R2α 0

0 F (d)

��
−11 0

0 −F (−d)

�
. (4.47)

Note that rewriting J1(α) in the product form as in Eqs. (4.44) and (4.45) has the following
advantage. For instance, any R written as in Eq. (4.22) with j = 3 and k = 1, the J0(·)
part of Jk(γ) is readily absorbed into J0(α). In other words, J1(α) is essentially realized
as J1a(α) or J1b(α), and this will be put to use in the following Section.

Having obtained the decompositions for the above listed specific examples, we now
state a general decomposition for symplectic matrix S of the form S1 ⊕ S2.

4.4.9 Theorem 1 :

Let S = S1 ⊕ S2, where S1, S2 ∈ Sp2(R). Then S can be realized using not more than
three convex lenses and seven cylindrical lenses of positive focal length.

Proof : It is readily seen that any S = S1 ⊕ S2 can be written as

S =

�
−S1 0

0 −S1

��
−F (−d) 0

0 −11

��
F (d) 0

0 S−1
1 S2

�
. (4.48)

Here −S1 ⊕ −S1 can be realized using a maximum of three convex lenses as seen in
Ref. [95]. Further, F (d)⊕S−1

1 S2 is realized three cylindrical lenses of positive focal length
as outlined in Ref. [95] with d being the total distance required to realize the two dimen-
sional symplectic matrix S−1

1 S2. Finally −F (−d) ⊕ −11 is realized as in Eq. (4.29), con-
suming four cylindrical lenses of positive focal length. Thus any S of the form S1 ⊕ S2 is
realized by using no more than three convex lenses and seven cylindrical lenses of positive
focal length. In passing, note that when S2 = 11,

�
S1 0

0 11

�
=

�
S1 0

0 F (d)

��
11 0

0 F (−d)

�
. (4.49)

Since S1⊕F (d) consumes three cylindrical lenses of positive focal length with d being the
total distance required to realize S1, and 11 ⊕ F (−d) (as realized in Eq. (4.31)) consumes
four cylindrical lenses of positive focal length and two convex lenses, any symplectic ma-
trix S of the form S1 ⊕ 11 can be realized by no more than two convex lenses and seven
cylindrical lenses of positive focal length.
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4.5 Realization of 4-dimensional symplectic matrix

Having obtained the decompositions of symplectic matrices of the form S1 ⊕ S2 in the
previous Section, we now consider symplectic matrices which are not of the direct sum
form. We begin with the realization of J3(α) (see Eq. (4.20)) using the method outlined
in Ref. [96]. Recall that the image reflector Iy (Eq. (4.38)) performs a reflection in the y

coordinate. The symplectic matrix corresponding to a rotated reflector, rotated by an angle
α/2 with respect to the y coordinate is given by

Iα/2 = J3(α/2) Iy J3(−α/2) =

�
cosα 11 sinα 11

sinα 11 − cosα 11

�
. (4.50)

Here we have used the fact that J3(·) generates spatial rotation in the x–y plane [128]. With
this, J3(α) is realized as

J3(α) = Iα/2 Iy. (4.51)

Clearly, in realizing J3(α) we have made use of ten cylindrical lenses of positive focal
length. Finally the cross gyrator J2(α) (see Eq. (4.19)) can be realized as

J2(α) = P̃y(1) Iα/2 P̃y(1). (4.52)

It is evident by Eqs. (4.36) and (4.50) that J2(α) requires eleven cylindrical lenses of posi-
tive focal length to realize.

We now move on to the realization of the symplectic matrix S as in Eq. (4.11). While
decompositions for M, J0, J1, J2, and J3 have been obtained in Eqs. (4.39), (4.40) and
(4.41), (4.44)-(4.47), (4.52), and (4.51) respectively, further simplification is possible in
realizing S in its composite form as in Eq. (4.11). In particular, R (see Eq. (4.22)) can be
written as

R = J0(α)J3(β)J1(γ)J3(δ), (4.53)

with the choice j = 3 and k = 1. The above choice has been made for the following
reasons. First, J3(·) is a spatial rotation in the x–y plane. Second, in realizing J1(·) we
consume lesser number of lenses as opposed to realizing J2(·), as evident from Eqs. (4.44)-
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(4.47) and (4.52). Now R of Eq. (4.53) can be rewritten as

R = J3(β)J0(α± γ + π)J1a/b(γ)J3(δ)

= J3(β + δ)J0(α± γ + π)J�
1a/b(γ), (4.54)

where J1a/b(γ) are as in Eqs. (4.46) and (4.47) and J�
1a/b(γ) is J1a/b(γ) rotated by an

amount −δ in the x–y plane. Note that when 0 ≤ γ ≤ π/2 (π ≤ γ ≤ 3π/2), R of Eq. (4.54)
is realized using J1a(γ) (J1b(γ)) of Eq. (4.46) (Eq. (4.47)). When γ = 0 or π, J1(γ) = 11 or
−11 respectively and hence R is J3(β + δ)J0(α ± γ + π) or J3(β + δ)J0(α ± γ). With
these observations, S of Eq. (4.11) is decomposed as

S = J3(β1 + δ1)J0(α1 ± γ1 + π)J�
1a/b(γ1)M

× J�
1a/b(−γ2)J0(−α2 ∓ γ2 + π)J3(−β2 − δ2) (4.55)

= J3(φ)K
�, (4.56)

where α3 = β1 + δ1 − β2 − δ2 and

K� = J3(β2 + δ2)KJ3(−β2 − δ2), with

K = J0(α1 ± γ1 + π)J�
1a/b(γ1)MJ�

1a/b(−γ2)J0(−α2 ∓ γ2 + π). (4.57)

That is, K� is K rotated in the x–y plane at an angle β2 + δ2. Since 0 ≤ β1, β2, δ1, δ2 < π,
0 ≤ β2 + δ2 < 2π, and 0 ≤ α3 < 2π. Thus, in realizing S, apart from the transverse plane
rotation given by J3(α3), S is essentially K�, i.e., rotated K. In other words, by orienting
the output x�–y� plane at an angle −α3 with respect to the x–y plane, any S is realized as a
rotated K. Further note that if any one of the angles α1 ± γ1 + π or −α2 ∓ γ2 + π of J0(·)
lie between 0 and π, then they may be replaced respectively with α1 ± γ1 or −α2 ∓ γ2 so
that the J0(·) in Eq. (4.57) is realized using one convex lens. And the remaining factor −11

can be absorbed into J3(α3), i.e., α3 is replaced with α3 + π. On the other hand, if both of
the angles α1 ± γ1 + π and −α2 ∓ γ2 + π lie between 0 and π, they are both respectively
replaced with α1 ± γ1 and −α2 ∓ γ2 so that the J0(·) in Eq. (4.57) is again realized using
one convex lens. We thus have

4.5.1 Theorem 2 :

Any S ∈ Sp(4,R) can be realized using not more than four convex lenses and fourteen
cylindrical lenses of positive focal length.
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Proof : In realizing K of Eq. (4.57), J0(·) (Eq. (4.41)) consumes one convex lens, J�
1a/b(·)

(Eqs. (4.46) and (4.47)) consumes five cylindrical lenses of positive focal length, and M

(Eq. (4.39)) consumes two convex lenses and four cylindrical lenses of positive focal length.

The following observation can be made in regard of Theorem 2. While it is possible to
realize any S ∈ Sp(4,R) using thin lenses of positive focal length alone, it is impossible to
realize the same using thin lenses of negative focal length alone as indicated in Ref. [95].

4.6 Concluding remarks

To conclude, we have provided an explicit decomposition of a general FOOS in terms of
free propagation, convex lenses, and cylindrical lenses of positive focal length. We have
also obtained a decomposition of FOOS corresponding to symplectic matrices of the form
S = S1 ⊕ S2, where S1, S2 ∈ Sp(2,R). Decompositions for specific examples such as
differential free and inverse free propagation, differential magnifiers, and differential frac-
tional Fourier transform have been obtained. Moreover, the present work is relevant to
situations where LCTs are used. For instance, in time evolution of a quantum mechanical
system (in two variables) through a quadratic Hamiltonian [114, 113], the present decompo-
sition will realize the same as a sequence of free particle time evolutions and instantaneous
harmonic impulses of positive signature in the x and y variables. Given that notions such
as entanglement in classical optics [156, 157, 158] is being actively pursued in recent lit-
erature, we believe the results presented here is definitely relevant to engineering paraxial
light fields with desired properties [159, 160, 161, 162, 163]. In addition, the results are
also relevant to signal processing applications that make use of LCTs [116, 122, 123, 164].
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Chapter 5

Estimation of phases with dislocations in
paraxial wave fields from intensity mea-
surements

5.1 Introduction

In Section 3.7 we briefly reviewed GS algorithm and similar algorithms proposed by intro-
ducing various constraints to the GS algorithm. These algorithms generally make use of
unitary transformations such as Fourier transform and free propagation which conserve the
OAM of the wave field. Say we are given two intensity patterns corresponding to an LG
mode, ψl

p(r, θ; z) (Eq. (2.51)) and U ψl
p(r, θ; z), where U is a unitary transformation (such

as Fourier transform or free propagation) which conserves OAM of the wave field. Then
the retrieved phase using GS algorithm can belong to one of the LG modes ψl

p(r, θ; z) or
ψ−l
p (r, θ; z), as both have the same intensity pattern. In other words, the retrieved phase can

be ambiguous up to a clockwise or anti-clockwise orientation and is hard to overcome. For
instance, as mentioned in Section 1.1, even after imposing several constraints, convergence
was achieved only after 939 iterations in Ref. [75] and in some cases it required 10,000
iterations (see Ref. [11]).

This ambiguity can be overcome if the unitary transformation U can give two different
intensity patterns for the LG modes ψl

p(r, θ; z) and ψ−l
p (r, θ; z). One simple transformation

which meets this requirement is PFT (see Eq. (4.34), and Figure 4.12). That is, PFT does
not typically conserve the OAM of the wave field, and the intensities of the wave fields
Uψl

p(r, θ; z) and Uψ−l
p (r, θ; z), where U is PFT, are not the same. Also, we capture inten-

sity from three transverse planes, where the wave fields at first and transverse plane are
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related by PFT and those at second and third are related by free propagation. The reasons
for three plane intensity measurements are (i) availability of more information and (ii) sat-
isfying more constraints. So the iterative algorithm can be expected to give a deterministic
phase [63]. Motivated by these reasons, we propose an iterative algorithm and numerically
demonstrate it to retrieve phases with dislocations through three transverse plane intensity
measurements using PFT and free propagation and hence can measure the OAM of the
wave field.

5.2 Fourier/partial Fourier transformation and OAM

A paraxial coherent wave field propagating along the z–direction can be represented as
ψ(x, y; z) exp [i(κz − ωt)], where

ψ(x, y; z) = A(x, y; z) exp [iφ(x, y; z)]. (5.1)

Here A(x, y; z) and φ(x, y; z) are the amplitude and the phase of the wave field in the x–y
plane at a given z coordinate [76].

A well known example of a paraxial coherent wave field is the LG mode (see Eq. (2.51)).
Given ψ(x, y; z), the intrinsic longitudinal OAM (L̄intz ) as evaluated on ψ(x, y; z) at a par-
ticular z coordinate is given by Eq. (2.136). It is readily seen that τ (see Eq. (2.137)) as
evaluated on an LG mode as in Eq. (2.51) with mode numbers l and p is l. In this sense,
τ captures the amount of phase dislocation as available in the phase of ψl

p(r, θ; z) (see
Eq. (2.51)), and the LG mode possesses longitudinal OAM.

Now suppose ψ(x, y; z) as in Eq. (5.1) undergoes two dimensional Fourier transforma-
tion [108], i.e., ψ(x, y; z) → ψ̃(x̃, ỹ; z), where

ψ̃(x̃, ỹ; z) =
−iκ

2πd

∞�

−∞

∞�

−∞

exp

�−iκ

d
(xx̃+ yỹ)

�
ψ(x, y; z) dx dy. (5.2)

Eq. (5.2) is realized as in Figure 4.1, where the wave field ψ(x, y; z) is incident at the input
plane, and its Fourier transformation ψ̃(x̃, ỹ; z) is obtained at the output plane. It is then
readily verified that the operator array

ξ̂� = [Δx̂, Δp̂x, Δŷ, Δp̂y]
T → S ξ̂�, (5.3)
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where

S = σd ⊕ σd, (5.4)

with σd being the ray transfer matrix associated with the Fourier transform (see Eq. (4.1)).
By Eq. (5.4), it is clear that L̄intz of Eq. (2.136) is invariant on Fourier transformation of the
wave field. For example, for ψ±l

p (r, θ; z) of Eq. (2.51) at z = 0 (waist plane), the Fourier
transform is given by

−iκ

2πd

∞�

−∞

∞�

−∞

e
−iκ
d

(xx̃+yỹ)ψ±l
p (r, θ; 0) dx dy =

κw(0)

d
√
2π

�
p!

(p+ |l|)!

� 1
2

(−i)|l|+2p+1

× L|l|
p

�
κ2 w(0)2 r̃2

2d2

��
κw(0) r̃

d
√
2

�|l|

× exp

�−κ2 w(0)2 r̃2

4d2

�
exp (±ilθ̃), (5.5)

where r̃ =
�
x̃2 + ỹ2 and θ̃ = tan−1(ỹ/x̃). Clearly, Fourier transformation conserves the

phase dislocation.

Suppose ψ(x, y; z) undergoes partial Fourier transformation, say in y coordinate, i.e.,
ψ(x, y; z) → ψ̃(x, ỹ; z), where

ψ̃(x, ỹ; z) =

�
κ

i2πd

∞�

−∞

exp

�−iκ

d
yỹ

�
ψ(x, y; z) dy. (5.6)

We now note that Eq. (5.6) is realized as in Figure 4.12, where the wave field ψ(x, y; z) is
incident at the input plane, and its partial Fourier transformation ψ̃(x, ỹ; z) is obtained at
the output plane. Then,

ξ̂ = [Δx̂, Δp̂x, Δŷ, Δp̂y]
T → Py(d) ξ̂, (5.7)

where

Py(d) = 11⊕ σd, (5.8)

i.e., we have performed identity transformation in x coordinate and Fourier transformation
in y coordinate (see Eq. (4.33)). To this end, we have the following observation. Referring
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to Figure 4.12, we see that the lenses L1, L2, and L4 act only on the x coordinate, lens
L3 acts only on the y coordinate, and free propagation acts symmetrically on both coor-
dinates, the above configuration realizes identity transformation on the x coordinate while
simultaneously realizing Fourier transformation on the y coordinate (see Eqs. (5.6), (5.8),
and (4.34)).

It is readily verified that under partial Fourier transform of the wave field,

L̄intz → L̄�intz = −ω ε0 κ

��
Δx̂Δŷ

d
+ dΔp̂x Δp̂y

��
, and (5.9)

L̄intz �= L̄�intz (5.10)

for a generic paraxial wave field. For example, for ψ±l
p (r, θ; z) of Eq. (2.51) at z = 0 (waist

plane), the partial Fourier transform is given by

�
κ

i2πd

∞�

−∞

e
−iκ
d

(yỹ)ψ±l
p (r, θ; 0) dy =

�
κ

iπd

(−1)p 2−p− |l|
2�

p!(p+ |l|)!
exp

�
− x2

w2(0)
− κ2w2(0)ỹ2

4d2

�

×Hp+l

�
x

w(0)
± κw(0)ỹ

2d

�
Hp

�
x

w(0)
∓ κw(0)ỹ

2d

�
.

(5.11)

Here Hp(·) is the Hermite polynomial with index p. Clearly, partial Fourier transformation
not only creates/destroys phase dislocations but also distinguishes their orientation, as seen
in Eq. (5.11). That is, on applying the partial Fourier transformation to the wave fields
ψl
p(r, θ; z) and ψ−l

p (r, θ; z) (Eq. (2.51)), we obtain two different intensity patterns. Clearly
this feature is absent in Eq. (5.5), i.e., both the wave fields ψl

p(r, θ; z) and ψ−l
p (r, θ; z) yield

the same intensity pattern on application of Fourier transformation.

While it is well known that Fourier transform in Eq. (5.2) is readily realized in lab using
a thin convex lens of focal length d and S of Eq. (5.4) is its corresponding ray transfer
matrix [108], the realization of partial Fourier transform as in Eq. (5.6) whose ray transfer
matrix is given by Py(d) of Eq. (5.8) has been obtained only recently [96]. To reproduce
the results obtained in Section 4.4, partial Fourier transform can be realized in terms of free
propagation and thin cylindrical lenses. That is, Py(d) can be realized as (schematically
outlined in Figure 4.12) given in Eq. (4.34). Here d > 0 implies that the lens is convex.
Two remarks are in order in regard of the realization outlined in Fig 4.12 (equivalently
Eq. (4.34)) : First, this lens arrangement realizes partial Fourier transform on any paraxial
wave field irrespective of its width. Second, through use of cylindrical lenses of focal
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lengths fx = 2d/9 and fy = d as shown in Figure 4.12, the total distance required to
realize partial Fourier transformation is 2d units.

5.3 Proposed algorithm and numerical demonstration

Figure 5.1: Schematic of the proposed algorithm. The wave field ψ(x, y; z1) at plane
P1 is partial Fourier transformed by the lens assembly as shown in Figure 4.12 at plane
P2 (shown by arrow-1). At P2, the amplitude of the wave field is replaced with A(x, y; z2).
The resulting field ψ(x, y; z2) is free propagated through a distance d� to plane P3 (shown
by arrow-2) and the amplitude of the resultant wave field is replaced with A(x, y; z3) to
obtain ψ(x, y; z3). In the reverse direction, ψ(x, y; z3) is inverse free propagated through
a distance d� to P2 (shown by arrow-3), where the resulting amplitude is replaced with
A(x, y; z2). Finally this field is inverse partial Fourier transformed from P2 to P1 (shown
by arrow-4) and the resulting amplitude is replaced with A(x, y; z1). This procedure is now
iterated for n times.

Now for the implementation of the algorithm, since the partial Fourier transform re-
lation in Eq. (5.6) consults only the y coordinate, any ψ(x, y; z) replaced with ψ(x, y; z)

× exp [iφ(x)] with φ(x) being an arbitrary function, results in the same pair of intensities
in both input and output planes. However, ψ(x, y; z) and ψ(x, y; z) exp [iφ(x)], on free
propagation, need not result in same pair of intensities. Further, given that there is more in-
formation in three plane intensities than two plane intensities [63], the proposed algorithm
makes use of three plane intensity measurements as follows.

Consider three transverse planes P1, P2, and P3 at the z coordinates z1, z2, and z3

such that the wave field ψ(x, y; z2) = A(x, y; z2) exp [iφ(x, y; z2)] at P2 is the partial
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Figure 5.2: Frame (a) plots the values of τ (see (2.137)) for each of the two mode super-
position samples considered in the second numerical experiment, and frame (b) plots the
values of τ for each of the three mode superposition samples considered in the third numer-
ical experiment. In both the frames, the horizontal axis enumerates the sample number. In
both the frames, ‘◦’ plots the value of τ for the input sample LG superposition considered
at plane P1 (see Figure 5.1), and ‘·’ plots the value of τ obtained on the wave field at P1
after 100 iterations of the algorithm, for the same sample. In frame (a), ‘◦’ and ‘·’ ‘coin-
cided’ for 91 of the 100 samples considered, and in frame (b), ‘◦’ and ‘·’ ‘coincided’ for
99 of the 100 considered samples, C(2n) (see Eq. (5.12)) converged to 1 within 1% error
in less than 100 iterations for those samples (see also frames (a5) of Figure 5.3), (b5) of
Figure 5.4), and (c5) of Figure 5.5).

82



Fourier transform of the field ψ(x, y; z1) = A(x, y; z1) exp [iφ(x, y; z1)] at P1, and field
ψ(x, y; z3) = A(x, y; z3) exp [iφ(x, y; z3)] at P3 is the field ψ(x, y; z2) = A(x, y; z2) ×
exp [iφ(x, y; z2)] at P2 free propagated through distance d� (see Figure5.1). Say we measure
their corresponding intensities I(x, y; z1), I(x, y; z2), and I(x, y; z3) at these three planes.
Now the phases φ(x, y; z1), φ(x, y; z2), and φ(x, y; z3) of the wave field at these three planes
P1, P2, and P3 is extracted through the knowledge of intensities I(x, y; z1), I(x, y; z2), and
I(x, y; z3) as follows : We first start with the wave field A(x, y; z1) × exp [iφ1(x, y; z1)]

at plane P1, with φ1(x, y; z1) as the initial trial phase. This wave field is numerically par-
tial Fourier transformed to obtain ψ1(x, y; z2) = A1(x, y; z2) exp [iφ1(x, y; z2)] at plane
P2. Now A1(x, y; z2) is replaced with A(x, y; z2) at P2, and the resulting wave field is
free propagated numerically through distance d� to obtain ψ1(x, y; z3) = A1(x, y; z3) ×
exp [iφ1(x, y; z3)] at plane P3. Then A1(x, y; z3) is replaced with A(x, y; z3) at P3 and the
resulting field is inverse free propagated numerically through a distance d� to plane P2 to
obtain ψ2(x, y; z2) = A2(x, y; z2) exp [iφ2(x, y; z2)]. Finally A2(x, y; z2) is replaced with
A(x, y; z2) at P2 and the resultant field is inverse partial Fourier transformed numerically to
obtain ψ2(x, y; z1) = A2(x, y; z1) exp [iφ2(x, y; z1)] at P1. This process is repeated n times
so that ψ2n(x, y; z1) ≈ ψ(x, y; z1).

To numerically demonstrate the algorithm, a grid of size 512 × 512 was chosen. The
length of the grid was chosen to be ≈ 6.769 mm, with d ≈ 14.14 cm and λ = 633 nm.
This ensured that the relation in Eq. (5.6) is realized numerically using the discrete Fourier
transform in a direct manner.1 LG modes and their superpositions were considered, with
w(0) varied randomly between 0.1 mm and 0.3 mm in an equi-probable manner by making
use of the ‘rand’ command in MATLAB. Such a superposition propagated through a
distance of 1 mm is considered as being incident on P1, which on numerical partial Fourier
transform results in the wave field P2, and which on further numerical free propagation
results in the wave field at P3. White Gaussian noise of 10 dB is added to each of the
corresponding three intensities at P1, P2, and P3. The resulting three intensities are then
taken to be I(x, y; z1), I(x, y; z2), and I(x, y; z3) which are measured in an experiment.
Choosing w(0) in the range 0.1 mm through 0.3 mm ensured that the fields in P1, P2, and
P3 are sufficiently well-sampled. The algorithm is executed numerically as outlined in the
previous paragraph. In each of the studied examples, the initial trial phase was assumed to
be zero. Further, to curtail the effects of the added noise, the considered intensities in the

1It is easy to see from Eq. (5.6) that the optical PFT is scaled by a factor κ/d. While implementing this
numerically in a discrete manner (for the choice N = 512, d = 14.14 cm, and λ = 633 nm), the scaling
factor can be chosen as unity if the length of the grid is 6.769 mm.

83



(a1) (a2)

(a3) (a4)

no. of iterations

0 25 50 75 100

C
(2

n
)

0

0.5

1

(a5)

no. of iterations

0 25 50 75 100

τ

0

1

2
(a6)

Figure 5.3: Frames (a1) and (a2) plot the input phase and amplitude of the LG beam with
(l, p) = (2, 0) and w(0) = 0.2542 mm. Frame (a3) plots the phase of the wave field at
P1 after 100 iterations, and frame (a4) plots the amplitude after 100 iterations. Frame (a5)
plots C(2n) (Eq. (5.12)) versus iteration number n, and frame (a6) plots the twist parameter
τ (Eq. 2.137) versus iteration number n, for the same example.

84



(b1) (b2)

(b3) (b4)

no. of iterations

0 25 50 75 100

C
(2

n
)

0

0.5

1

(b5)

no. of iterations

0 25 50 75 100

τ

-2

-1

0
(b6)

Figure 5.4: Frames (b1) and (b2) plot the input phase and amplitude of a two mode
superposition with mode numbers (l1, p1) = (−2, 1), (l2, p2) = (−1, 2), coefficients
c1 = 0.9314, c2 = 0.0017 − 0.3639 i, with τ = −1.9716 and w(0) = 0.2204 mm (sec-
ond numerical experiment). Frame (b3) plots the phase of the wave field at P1 after 100
iterations, and frame (b4) plots the amplitude after 100 iterations. Frame (b5) plots C(2n)
versus iteration number n, and frame (b6) plots τ versus iteration number n, for the same
example.
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Figure 5.5: Frames (c1) and (c2) plot the input phase and amplitude of a three mode
superposition with mode numbers (l1, p1) = (0, 0), (l2, p2) = (1, 2), (l3, p3) = (3, 1),
coefficients c1 = −0.1934, c2 = −0.0506−0.0006 i, and c3 = 0.8539−0.4806 i, transverse
shift of (5,4), (8,9), and (2,1) (in pixels) for the constituent modes, with τ = 2.8827, and
w(0) = 0.2830 mm (third numerical experiment). Frame (c3) plots the phase of the wave
field at P1 after 100 iterations, and frame (c4) plots the amplitude after 100 iterations.
Frame (c5) plots C(2n) versus iteration number n, and frame (c6) plots τ versus iteration
number n, for the same example.
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three planes are as truncated [60] to a radius 100 pixels, i.e., ≈ 1.32 mm (see frames (a3) of
Figure 5.3), (b3) of Figure 5.4), and (c3) of Figure 5.5). To test for convergence, the twist
parameter τ was numerically evaluated on ψ2n(x, y; z1), ψ2n(x, y; z2), and ψ2n(x, y; z3)

compared with τ of ψ(x, y; z1), ψ(x, y; z2), and ψ(x, y; z3) at each iteration. Also the
correlation C(2n) between ψ(x, y; zi) and ψ2n(x, y; zi) given by

C(2n) =

������

∞�

−∞

∞�

−∞

ψ∗
2n(x, y; zi)ψ(x, y; zi) dx dy

������
(5.12)

was evaluated at each iteration in each of the respective planes. Here both ψ∗
2n(x, y; zi) and

ψ(x, y; zi) are assumed to be normalized, i.e.,

∞�

−∞

∞�

−∞

ψ∗
2n(x, y; zi)ψ2n(x, y; zi) dx dy = 1,

and

∞�

−∞

∞�

−∞

ψ∗(x, y; zi)ψ(x, y; zi) dx dy = 1.

Clearly 0 ≤ C(2n) ≤ 1, and the algorithm is said to have ‘converged’ when C(2n) ≈ 1

after n iterations. The % error in convergence can be quantified as

[1− C(2n)]

C(2n)
× 100.

For the purpose of illustration, three numerical experiments were performed. In the
first numerical experiment, centered LG modes with w(0) = 0.1687 mm were considered,
with d� = d. The index p was varied from 0 through 5 with index l going from −p through
+p in each instance. It was found that C(2n) converged to within 1% error in all the three
planes in < 100 iterations, except for l = ±1 and p = 0. However, when d� was set to
1.5 × d, C(2n) converged within 100 iterations for these two examples. As a variation of
the experiment, w(0) was varied randomly between 0.1 mm and 0.3 mm for the consid-
ered LG modes. It was again found that C(2n) converged rapidly (see frames (a1)-(a6) of
Figure 5.3).

In the second numerical experiment, two and three random complex linear superposi-
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tions of centered LG modes such as :

ψ(r, θ; z) =
m=2or 3�

j=1

cj ψ
lj
pj
, with

m�

j=1

|cj|2 = 1, (5.13)

were considered as being incident on P1, with d� = d and w(0) was varied randomly
between 0.1 mm and 0.3 mm. The indices lj and pj (0 ≤ pj ≤ 5 and corresponding lj such
that −pj ≤ lj ≤ pj) were randomly chosen from those considered in the first numerical
experiment by making use of ‘rand’ command in MATLAB, in an equi-probable manner.
When m = 3, the coefficients {c1, c2, c3} were chosen as

c1 = exp (iγ1) cosα,

c2 = exp (iγ2) sinα cos β,

c3 = exp (iγ3) sinα sin β,

where 0 ≤ α ≤ π, and 0 ≤ β, γ1, γ2, γ3 < 2π. The angles were chosen randomly in
their respective intervals by making use of rand command in MATLAB. For m = 2,
we let β = 0. The algorithm was tested on 100 such samples both for two and three
superpositions and it was found that for more than 90 samples (see frame (a) of Figure 5.2),
C(2n) converged within 1% error in all the three planes within 100 iterations (see frames
(b1)-(b6) of Figure 5.4). For the remaining samples, when d� was varied, rapid convergence
was observed for particular choices of d�.

In the third numerical experiment, the considered superpositions were as in Eq. (5.13)
of the second experiment, however, each mode in the superposition were randomly shifted
in the transverse plane from the center in both x and y coordinates from 1 through 10 pixels
in an equi-probable manner, with 100 samples each for two and three superpositions with
mode numbers varied as in the previous experiment. Again, it was found that more than
90 samples (see frame (b) of Figure 5.2) converged within 100 iterations within 1% error
in C(2n) in all the three planes, for two and three superpositions (see frames (c1)-(c6) of
Figure 5.5). For the remaining samples, rapid convergence was observed for appropriate
choice of d�. It is useful to note that in all the studied numerical examples, τ was recovered
unambiguously while the retrieved phase was ambiguous up to an overall shift.

For samples which didn’t converge, we observed that while wave field correlation (C(2n))
between the input wave field and the obtained wave field after 100 iterations varied between
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0 and 1, their respective intensity correlation varied between 0.8 and 1. This might be at-
tributed to ‘phase stagnation’, where the algorithm is caught on a local minima (see, for
instance, Refs. [60] and [61]). In our algorithm we have resolved this issue by varying
d� (see Figure 5.1), and upon doing so we found that the algorithm converged.

5.4 Concluding remarks

To conclude, we have proposed and demonstrated an iterative algorithm to extract phases
with dislocations from intensity measurements on paraxial wave fields. The algorithm
makes use of partial Fourier transformation which does not conserve longitudinal OAM
and can readily differentiate between two LG modes with opposite phase orientations, as
opposed to Fourier transformation. As a result, phase is retrieved unambiguously even
in the presence of white Gaussian noise in the transverse intensities. To test our claim,
we have tested our algorithm on random complex linear superpositions of LG modes, and
performed three numerical experiments, and found that the algorithm converges within 100
iterations for all the tested cases. Finally, the proposed method works well for wave fields
with both integral and non-integral longitudinal OAM.
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Chapter 6

Phase estimation using phase gradients ob-
tained through Hilbert transform

6.1 Introduction

In Chapter 4 we proposed an iterative algorithm to retrieve phases with dislocations through
three transverse plane intensity measurements and demonstrated it numerically using com-
plex linear superpositions of LG modes. In this Chapter we propose a single-shot algo-
rithm to extract phases from perturbed straight line fringes without phase unwrapping. We
demonstrate our algorithm on numerically generated interferograms whose phases were
random and generated using standard atmospheric turbulence models as well as experi-
mentally on a Mach-Zehnder interferometric setup with a PRPP inserted in one of its arms.
Throughout this Chapter we assume that phase encoded in these fringes do not possess any
phase dislocations.

In Chapter 3 we discussed some widely used phase estimation methods in the litera-
ture to extract phase encoded in the interferogram(s). We now briefly review them. In
interferometry based methods (see Figure 1.1), we discussed phase shifting interferometry
in Section 3.2. Here, phase is extracted from N interferograms which are phase shifted
versions of one another. This method can work for both straight line as well as closed
fringes [5]. Another well known interferometry based method is Fourier fringe analy-
sis (see Section 3.4) proposed in Ref. [15]. While this method requires single interfero-
gram for phase retrieval (single-shot), it can only work for straight line fringes. Another
alternate method proposed in Ref. [16] makes use of Hilbert transform (see Section 3.3). It
can be noted that both methods presented in Refs. [15, 16] rely on assumptions that both
background intensity and phase vary much slowly in compared with the tilt term. Further,
the extracted phase through phase shifting as well as Fourier fringe analysis methods is in
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wrapped form on account of the periodicity of tan−1 function and therefore needs unwrap-
ping (see Section 3.5). In gradient based method, phase is reconstructed directly from its
gradients, say, for instance, using the least square fit, and hence there is no necessity for
phase unwrapping. It can be noted that these gradients can experimentally be measured
from an incoming wave field directly using diffraction through Shack-Hartmann wavefront
sensor (see Section 3.6).

In our algorithm, we retrieve the phase φ(x, y) from Eq. (1.1) in an unwrapped form.
We first obtain Ic(x, y) (Eq. 3.24) and Is(x, y) (Eq. 3.25) from I(x, y) (Eq. 3.20). Now, in-
stead of estimating φ(x, y) from Eq. (3.26) which requires unwrapping, we infer phase
gradients in the present work from the interferogram, i.e., compute phase gradients with
the knowledge of Ic(x, y) and Is(x, y). In fact, such an exercise was carried out in the work
of Refs. [18, 19], where phase gradients were extracted from the phase shifted interfero-
grams, and then the phase was estimated from the phase gradients, without the requirement
for phase unwrapping.

In the present work, the phase gradients are extracted from an interferogram using the
Hilbert transform, and then the phase is extracted from the estimated gradients using the
method of least squares for the Hudgin geometry [49, 45], well known in the context of
wavefront sensors. As is evident, for the latter part, one needs to invert a matrix of size
N2 × N2, for a measured interferogram of matrix size N × N [45, 49]. Nevertheless, we
exploit the symmetries available (see Section 6.3) in the Hudgin geometry matrix so as to
handle the matrix inversion analytically, and the final result is obtained with only matrix
multiplications and matrix sums of matrix size N ×N , in the extraction of the phase from
its gradients. Note that for the latter part, one could also use the other geometries, already
well established in the context of wavefront sensors [45, 48, 49, 47, 50, 51, 52].

6.2 Proposed algorithm

In this Section we outline the procedure in extracting the gradients of the phase from
Eq. (1.1) using the Hilbert transform. For instance, I0(x, y) and η(x, y) can be reason-
ably removed from I(x, y) of Eq. (1.1) by Fourier transforming I(x, y), and then filtering
out the central peak, and the high frequencies, corresponding respectively to I0(x, y) and
from η(x, y), followed by inverse Fourier transformation. This will yield :

f ≡ f(x, y) ≈ I0 cos [ϕ(x, y)]. (6.1)
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Now the Hilbert-transform [40, 42, 41, 43] of f(x, y) yields

g ≡ g(x, y) ≈ I0 sin [ϕ(x, y)]. (6.2)

With this, I20 ≈ f2 + g2, so that cos(ϕ(x, y)) ≈ f(x, y)/I0, and sin(ϕ(x, y)) ≈ g(x, y)/I0.
It should be noted that the Hilbert-transform of I0 cos [ϕ(x, y)] need not necessarily yield
I0 sin [ϕ(x, y)] [42, 40, 41]. However when I0(x, y) is slowly varying as compared with
ϕ(x, y), g(x, y) of Eq. (6.2) is the Hilbert-transform of f(x, y) of Eq. (6.1). Further, in
Eqs. (6.1) and (6.2), we have neglected the remaining unfiltered noise contribution.

Figure 6.1: Shown here is an example to calculate the phase gradients ϕx(j, k) and ϕy(j, k)
from the discrete phase matrix ϕ(j, k) using the Hudgin geometry. Here, ϕx(j, k) =
ϕ(j, k)− ϕ(j, k + 1) and ϕy(j, k) = ϕ(j, k)− ϕ(j + 1, k).

Now partial differentiating the f(x, y) and g(x, y) of Eqs. (6.1) and (6.2) with respect to
x and y yields

fx ≡ ∂f

∂x
≈ I0 sin [κxx+ κyy − φ(x, y)](φx − κx), (6.3)

fy ≡
∂f

∂y
≈ I0 sin [κxx+ κyy − φ(x, y)](φy − κy), (6.4)

gx ≡ ∂g

∂x
≈ −I0 cos [κxx+ κyy − φ(x, y)](φx − κx), (6.5)

gy ≡
∂g

∂y
≈ −I0 cos [κxx+ κyy − φ(x, y)](φy − κy), (6.6)
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where φx = ∂φ/∂x and φy = ∂φ/∂y. Notice that the derivatives of I0 with respect to both
x and y are neglected with the assumption that I0 is slowly varying. A little algebra using
Eqs. (6.1)-(6.6) yields

f2x + g2x ≈ I20 (φx − κx)
2, (6.7)

f2y + g2y ≈ I20 (φy − κy)
2. (6.8)

Using Eqs. (6.7) and (6.8), we obtain

|φx − κx| ≈
�
f2x + g2x
f2 + g2

�1/2

, (6.9)

|φy − κy| ≈
�
f2y + g2y
f2 + g2

�1/2

, (6.10)

the modulus of the slopes. Note that the ratios in the RHS of Eqs. (6.9) and (6.10) are
evaluated in a point wise manner. Now the signatures of the slopes ϕx ≡ φx−κx and ϕy ≡
φy −κy are fixed as follows : by Eq. (6.3), we have fx = (I0 sinϕ)(φx−κx). Now dividing
fx by I0 sinϕ of Eq. (6.2) fixes the signature of φx − κx. In the case when sinϕ → 0, we
divide gx = −(I0 cosϕ)(φx−κx) (Eq. (6.5)) by I0 cosϕ of Eq. (6.1) to obtain the signature
of φx − κx with an extra minus sign. Here we have used the fact that the functions sinϕ

and cosϕ never approach zero simultaneously. In fact, in the numerical implementation,
we use the former when | sin(ϕ)| > 1/

√
2, and the latter when | sin(ϕ)| ≤ 1/

√
2, to fix the

signature of ϕx. In a similar fashion the signature of ϕy is also fixed using Eqs. (6.1) and
(6.2) in Eqs. (6.4) and (6.6). Now since the recorded interferogram is assumed to be a N×N

matrix, the gradients are evaluated numerically using the above described procedure. Note
that in discretizing Eqs. (6.1)-(6.10), the variables x and y are replaced with the discrete
indices j and k. In the present scenario, the discretization of Eqs. (6.3)-(6.6) was carried
out in a manner so that the discretized derivatives of phase so obtained, are as pertaining
to the Hudgin geometry [49, 45]. In other words, the derivatives in Eqs. (6.3)-(6.6) were
numerically evaluated as in Hudgin geometry [49].

Having obtained the gradients of ϕ(j, k) namely ϕx(j, k) and ϕy(j, k), ϕ(j, k) is recon-
structed from ϕx(j, k) and ϕy(j, k) using the least square method for the Hudgin geometry
as follows : since I(j, k) of Eq. (1.1) is given by N × N matrix, the gradient matrices
φx − κx and φy − κy are of matrix dimensions N × (N − 1) and (N − 1) × N respec-
tively. Now φx − κx is rewritten as a N(N − 1) × 1 column vector ‘s1’, where the rows
of φx − κx are concatenated and transposed to form ‘s1’. Similarly, φy − κy is rewritten
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as a N(N − 1) × 1 column vector ‘s2’, where the rows of φy − κy are concatenated and
transposed to form ‘s2’. The column vector defined as ‘s’ is of size (2N(N − 1) + 1)× 1

given by s = [sT1 , s
T
2 , 0]

T . Now the phase matrix ϕ(j, k) can be rewritten as the column
vector ‘ϕ’ of size N2×1 by concatenating the rows of ϕ(j, k) followed by transpose. With
this we have

s = Bϕ, (6.11)

where B is the Hudgin geometry matrix [45, 49] of size (2N(N − 1)+1)×N2. Clearly B

is not a square matrix and hence to invert from the gradient vector ‘s’ to the phase vector
‘ϕ’, the method of least squares is used. In other words,

ϕ = (BTB)−1BT s. (6.12)

Owing to symmetries available in B, the matrix inversion required in Eq. (6.12) can be
analytically implemented, and it suffices to work with products, inverses, and sums of N ×
N matrices in solving Eq. (6.12), as outlined in Section 6.3. φ(j, k) can now be obtained
from ϕ(j, k) by suitably eliminating the tilt.

6.3 Implementation of the least square method

As outlined in Section 6.2, BTB is of size N2 ×N2. By the Hudgin geometry [45, 49], we
have

B =



11N ⊗M

M⊗ 11N

w ⊗ w


 , where M =




1 −1 0 0 . . .

0 1 −1 0 . . .

0 0 1 −1 . . .
...



, (6.13)

is a matrix of size (N − 1)×N , and w is a row vector of size 1×N with all its entries to
1, with 11N to be the identity matrix of dimension N × N . In solving (6.12), it is evident
that we need to evaluate (BTB)−1. It is seen from (6.13) that BTB can be written as

BTB = [11N ⊗MTM+MTM⊗ 11N + wTw ⊗ wTw]. (6.14)

Note that MwT = 0 and hence wT is in the nullspace of M, and this implies that MTM

and wTw can be diagonalized simultaneously using the same orthogonal transformation.
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Further note that MTM is of the form

MTM =




1 −1 0 0 0 . . .

−1 2 −1 0 0 . . .

0 −1 2 −1 0 . . .
. . .

0 0 . . . −1 2 −1

0 0 . . . 0 −1 1




, (6.15)

with matrix size N ×N of rank N − 1, with one zero eigenvalue. By Ref. [165] we know
that the eigenvalues of MTM are

Λk = 2− 2 cos
(k − 1)π

N
, k = 1, 2, . . . , N. (6.16)

Also the eigenvectors of MTM are the columns of the orthogonal matrix V whose entries
are given by

Vlk ≡
√
2√
N

ṽk cos

�
(2l − 1)(k − 1)π

2N

�
, (6.17)

where l, k = 1, 2, . . . , N , and ṽk = 1/
√
2 when k = 1 and 1 otherwise. Also V is readily

identified as the discrete-cosine-transform-II matrix of Ref. [165]. With this, it is readily
seen that

(V T ⊗ V T )(BTB)(V ⊗ V ) = [11N ⊗D1 +D1 ⊗ 11N +D2 ⊗D2], (6.18)

where D2 is N × N matrix having all entries 0 except whose (1, 1)th entry is N , and
D1 = diag [Λ1, . . . ,ΛN ]. With this we can write

[11N ⊗D1 +D1 ⊗ 11N +D2 ⊗D2] ≡ [C1 ⊕ · · ·⊕ CN ] ≡ C, (6.19)

where each Cj is an N ×N diagonal matrix. We have

C1 = diag {N2,Λ2, . . . ,ΛN} ≡ diag {C(1)
1 , . . . , C(N)

1 }, (6.20)

Cj = diag {Λj,Λ2 + Λj, . . . ,ΛN + Λj}
≡ diag {C(1)

j , . . . , C(N)
j }, j = 2, 3, . . . , N. (6.21)
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It is now clear from Eq. (6.18) that

(BTB)−1 = (V ⊗ 11N)(11N ⊗ V )C−1(11N ⊗ V T )(V T ⊗ 11N)

= (V ⊗ 11N)[E1 ⊕ · · ·⊕ EN ](V
T ⊗ 11N), (6.22)

where Ej = V C−1
j V T for j = 1, 2, . . . , N . The (k, l)–th entry of Ej can be written as

Ej(k, l) =
N�

m=1

Vkm

�
C(m)
j

�−1

Vlm.

Referring Eqs. (6.12) and (6.13), we also have

BT s = [11N ⊗MT MT ⊗ 11N wT ⊗ wT ]



s1

s2

0




= (11N ⊗MT )s1 + (MT ⊗ 11N)s2.

(6.23)

Clearly BT s is a column matrix of dimension N2 × 1 and can be thought of as constituted
of N column blocks Pi each of matrix size N × 1 concatenated one below the other. That
is BT s = [PT1 P

T
2 · · · PTn ]T . With this, BT s can be folded and equivalently rewritten as a

square matrix of size N ×N , that is

[P1P2 · · · Pn] = [MT (φx − kx)
T + (φy − ky)

T M]c ≡ Fc, (6.24)

where the subscript c denotes the column folding. It is now clear that as

BT s → (V T ⊗ 11N)B
T s,

Fc → FcV. (6.25)

In a similar fashion, as

(V T ⊗ 11N)B
T s → (E1 ⊕ · · ·⊕ EN)(V

T ⊗ 11N)B
T s,

FcV → [G1G2 · · ·GN ] ≡ G, (6.26)
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where G1 is the multiplication of the first column of FcV with E1, G2 is the multiplication
of the second column of FcV with E2, . . ., and GN is the multiplication of the last column
of FcV with EN , and each Gi is a column vector of size N × 1. Finally, as

(E1 ⊕ · · ·⊕ EN)(V
T ⊗ 11N)B

T s → (V ⊗ 11N)(E1 ⊕ · · ·⊕ EN)(V
T ⊗ 11N)B

T s,

G → GV T = ϕ, (6.27)

the required phase matrix. The tilt factors may be appropriately removed from ϕ(j, k) to
obtain φ(j, k). Note that here the indices j and k are discrete.

We note that the analytic diagonalization presented in Eqs. (6.16)-(6.22) substantially
speeds up the evaluation of Eq. (6.12) for the Hudgin geometry. For instance, the numerical
evaluation of {E1, E2, · · · , EN} of Eq. (6.22), consumed roughly 35 seconds as imple-
mented in a MATLAB code for N = 512, where the diagonalization of MTM of Eq. (6.15)
was carried out numerically. The same as implemented using analytic substitution based
on Eqs. (6.16)-(6.22), consumed roughly 12 seconds. This statistic is as performed on a
2.40 GHz intel core i3 processor with 4 GB RAM.

6.4 Numerical demonstration through simulated interfer-
ograms

In this Section, we demonstrate the proposed phase retrieval algorithm on numerically gen-
erated interferograms. The phases {φ(j, k)} considered in the interferograms are generated
numerically from the Kolmogorov and Tatarski power spectrums.

The Kolmogorov power spectrum [45, 103, 98, 102] is given by

Φn(κ) = (0.033)C2
n κ

−11/3, (6.28)

where C2
n is the refractive index structure constant which specifies the strength of the con-

sidered turbulence, and κ is modulus of the three dimensional spatial wave number. The
associated random phase power spectrum Φθ(κ) can be stated in terms of the Kolmogorov
power spectrum as

Φθ(κ) = 2π κ2 δz Φn(κ), (6.29)

where δz is the propagation distance. A random phase picked by a paraxially propagating
light field on propagation through distance δz can be numerically obtained as follows. The
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�
Φθ(κ) is numerically evaluated on an appropriately chosen grid and then point wise mul-

tiplied on the grid with a random phase factor chosen from a Gaussian distribution. The
resulting matrix is then numerically Fourier transformed, and the real part of the Fourier
transformed matrix for instance will yield the random phase matrix φ(j, k) corresponding
to the Kolmogorov power spectrum. A random phase matrix obtained in this manner could
in principle have a residual tilt, which is removed using the least square fit. In our nu-
merical experiment we implement the algorithm on a grid of size 512 × 512. Note that
the random phases corresponding to the Tatarski power spectrum are analogously gener-
ated, with the Kolmogorov spectrum modified as Φn(κ) exp (−α0κ

2), for an appropriate
choice for α0 [102, 98, 45]. Note that in both the Kolmogorov and Tatarski situations, with
increasing δz, the average path length is increased, and hence the phase.

Table 6.1: summarizes the results of the numerical experiment performed using Kol-
mogorov power spectrum. Here we have assumed C2

n = 10−14 m−2/3, and a noise level
of 20 dB. The first column enumerates the distance δz ranging from 104 m to 105 m in steps
of 104 m. The second column lists the average correlation values between the generated and
estimated phase samples taken over 100 samples, for the tilts removed using methods I and
II respectively. The third column lists the average RMS fluctuation of the generated phases
about their mean values with increasing δz, for 100 samples each. The fourth column lists
the average RMS error between the generated and estimated phases, with increasing δz, for
the tilts removed using methods I and II respectively.

distance C(φ,φest) RMS error
(in m) (method I/II) (φ(x, y)) RMS (I/II)
104 0.9859/0.9863 0.53 0.13/0.11

2× 104 0.9867/0.9897 0.74 0.17/0.14
3× 104 0.9828/0.9894 0.91 0.20/0.16
4× 104 0.9817/0.9891 1.04 0.23/0.18
5× 104 0.9826/0.9887 1.18 0.25/0.20
6× 104 0.9828/0.9885 1.28 0.27/0.21
7× 104 0.9845/0.9887 1.39 0.28/0.22
8× 104 0.9811/0.9888 1.51 0.32/0.23
9× 104 0.9858/0.9889 1.58 0.29/0.24
105 0.9837/0.9886 1.65 0.33/0.26

Having generated the random phase matrix φ(j, k) in the above described manner, the
matrix elements I(j, k) of a numerical interferogram can be obtained as

I(j, k) =


�

κx,κy

{1 + cos [κxi+ κyj − φ(j, k)]}


+ η(j, k), (6.30)
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Figure 6.2: Frame (a1) plots numerically generated sample random phases φ(j, k) for the
choice δz = 105 m and C2

n = 10−14 m−2/3 for the Kolmogorov spectrum. Frame (a2)
plots the corresponding numerically generated interferogram. The noisy interferogram was
generated numerically as in Eq. (6.30), where the summations over the tilt factors κx and
κy about their peak values have been carried out, and Gaussian white noise of 20 dB was
added. Frame (a3) plots the respective estimated phases corresponding to the interferogram
in frame (a2). For the phases in frames (a1) and (a3) we obtain C(φ,φest) = 0.9843.
Frame (a4) plots the respective difference between the generated and estimated phases for
the present phase samples. In the present situation, the RMS of the error phase in frame
(a4) is ≈ 0.35 radians. Here, tilt was removed using method I.
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Figure 6.3: Frame (b1) plots numerically generated sample random phases φ(j, k) for the
choice δz = 105 m, C2

n = 10−14 m−2/3, and α0 = 0.0001 for the Tatarski spectrum. Frame
(b2) plots the corresponding numerically generated interferogram. Again, as in frame (a2)
of Figure 6.2, the noisy interferogram was generated numerically as in Eq. (6.30), where the
summations over the tilt factors κx and κy about their peak values have been carried out,
and Gaussian white noise of 20 dB was added. Frame (b3) plots the respective estimated
phases corresponding to the interferogram in frame (b2). For the phases in frames (b1) and
(b3) we obtain C(φ,φest) = 0.9928. Frame (b4) plots the respective difference between
the generated and estimated phases for the present phase samples. In the present situation,
the RMS of the error phase in frame (b4) is ≈ 0.21 radians. Here, tilt was removed using
method I.
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Figure 6.4: Frames (a1), (b1), and (a2), (b2) scatter plot the correlation and RMS of the
error between the numerically generated and estimated phases for the Kolmogorov and
Tatarski spectrums, for 100 samples. In the present figure, method I was used to remove
the tilt.
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Table 6.2: summarizes the results of the numerical experiment performed using Tatarski
power spectrum. Here we have assumed C2

n = 10−14 m−2/3, α0 = 0.0001, and a noise level
of 20 dB. The first column enumerates the distance δz ranging from 104 m to 105 m in steps
of 104 m. The second column lists the average correlation values between the generated and
estimated phase samples taken over 100 samples, for the tilts removed using methods I and
II respectively. The third column lists the average RMS fluctuation of the generated phases
about their mean values with increasing δz, for 100 samples each. The fourth column lists
the average RMS error between the generated and estimated phases, with increasing δz, for
the tilts removed using methods I and II respectively.

distance C(φ,φest) RMS error
(in m) (method I/II) (φ(x, y)) RMS (I/II)
104 0.9889/0.9897 0.50 0.11/0.10

2× 104 0.9886/0.9942 0.70 0.15/0.12
3× 104 0.9924/0.9942 0.86 0.14/0.12
4× 104 0.9904/0.9940 0.99 0.17/0.13
5× 104 0.9910/0.9942 1.11 0.18/0.14
6× 104 0.9870/0.9942 1.21 0.22/0.15
7× 104 0.9925/0.9945 1.30 0.19/0.15
8× 104 0.9924/0.9947 1.39 0.20/0.16
9× 104 0.9905/0.9949 1.48 0.23/0.16
105 0.9914/0.9952 1.56 0.23/0.17
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where the summation over the tilt factors κx and κy is performed to account for the quasi-
monochromaticity of the source [2, 38, 39], and η(j, k) is the additive Gaussian white noise.
Here in the present situation, η(j, k) is generated using the command ‘AGWN’ in MAT-
LAB, for varying noise levels in decibels. And since η(j, k) could take both positive and
negative values, a minimum overall shift is added to I(j, k) to make it point wise positive.
κx and κy are allowed to vary around their respective peak values, as drawn from a Gaus-
sian distribution whose width was sufficiently narrow (in the present scenario it was lesser
than the width of a pixel), to account for the quasi-monochromaticity. Further the peak tilt
factor values are assumed to be non-integer multiples of 2π/N . For instance, in the present
numerical experiment, κx = (2π/N)× x and κy = (2π/N)× y were assigned mean peak
values κ0x = (2π/N) × x0 and κ0y = (2π/N) × y0 with x0, y0 assuming the non-integer
values 20.3 and 15.3 respectively, for N = 512. And the tilt factors κx and κy were drawn
from a Gaussian distribution about their respective peak values from a Gaussian of width
0.417, with corresponding x, y varied in steps of 0.1 up to 0.3, about x0 and y0. Further we
assume that the phase φ(j, k) is stationary despite varying κx and κy.

Having generated the interferograms in above described manner, the phase with its
residual tilt is estimated using the algorithm described in Section 6.2. In the present situa-
tion, for all the numerical examples we study, I0(j, k) and η(j, k) were filtered as follows :
I(j, k) was Fourier transformed, and the central peak corresponding to I0 situated in the
central four pixels in the Fourier plane was removed. Further all frequencies with radius
≥ 1002 pixels from pixel points (x0 = 20.3, y0 = 15.3) and (x0 = −20.3, y0 = −15.3)

were also removed. This choice of radius in the frequency plane roughly ensured that
the ‘large frequency’ components as contributed by the Kolmogorov and Tatarski phase
spectrums were retained, while the ‘higher frequency’ contributions from η(j, k) were ne-
glected. The remaining signal was inverse Fourier transformed and then Hilbert trans-
formed to obtain the discretized versions of Eqs. (6.1) and (6.2). Having run the algo-
rithm and having obtained ϕ(j, k), the residual tilt is then removed using the following
two methods. In the first method (i.e., method I), phase samples {ϕ(j, k)} estimated for a
particular choice of C2

n and δz over several interferograms are averaged to obtain a ‘plane’
phase, which is then subtracted from each of the estimated phases ϕ(j, k) to yield φ(j, k).
Here the ‘plane’ phase is sufficiently ‘plane’ owing to the fact that each φ(j, k) was suffi-
ciently random. The randomness of φ(j, k) can be safely assumed in the present scenario
since they were generated from atmospheric turbulence models. In the second method (i.e.,
method II), each interferogram is treated independently, and the plane phase that best fits
the estimated ϕ(j, k) is obtained using the least square method, and then subtracted from
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the estimated ϕ(j, k) to remove the tilt. The second method could be hence thought of
as single-shot, and this of value in several experimental situations when one is required to
estimate the phase with the availability of only a single interferogram [16, 166, 35, 167].

To numerically compare the generated and estimated phases, we make use of the phase
correlation function. Given phases φ1(j, k) and φ2(j, k), the phase correlation function is
defined as

C(φ1,φ2) =

�
j,k φ̃1(j, k) φ̃2(j, k)

��
j,k φ̃1(j, k)2

�1/2 ��
j,k φ̃2(j, k)2

�1/2 , (6.31)

where φ̃(j, k) = φ(j, k) − �φ(j, k)�. Here �·� denotes the ensemble average. Note that
−1 ≤ C(φ1,φ2) ≤ 1, and C(φ1,φ2) = 1 only when φ1(j, k) = φ2(j, k) [168, 2]. We
also make use of the root mean square (RMS) of the difference between the numerically
generated and estimated phases. For instance, for phases φ1(j, k) and φ2(j, k), the RMS of

the difference is given by
�

1
N

��
j,k(φ̃1(j, k)− φ̃2(j, k))2

�
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Figure 6.5: Here frame (a) plots the average variation of the correlation between the nu-
merically generated and estimated phases with varying noise, and frame (b) plots the aver-
age error RMS in radians between the generated and estimated phases with varying noise,
for the Kolmogorov and Tatarski phases, with δz = 105 m. In both the plots, the circles
correspond to Kolmogorov phases, and squares correspond to the Tatarski phases, and the
averaging was performed over 100 samples each. It may be noted that for this choice of δz,
both the Kolmogorov and Tatarski phases roughly varied between ±2π radians. Here, the
tilt was removed using method II.

In implementing the algorithm on an interferogram as in Eq. (6.30), we note the fol-
lowing : there are low frequency components on the estimated I0(j, k) (refer Eqs.(6.1) and
(6.2)), and I0(j, k) is not sufficiently constant on the grid, especially tailing near the bound-
aries, which is implied by the fact there is a summation over κx and κy in obtaining the
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interferogram as in Eq. (6.30). Consequently, this leads to a decrease in correlation, and
increase in error RMS between the simulated and estimated phases in our numerical ex-
periment, when the whole grid is taken in to consideration. Thus in the present numerical
experiment, while the phase estimation algorithm runs on the grid of size 512 × 512, the
correlation and error between the generated and estimated phases is evaluated only on the
truncated grid of size 500 × 500, with the phase estimated at the boundary being ignored.
And this improves the fidelity between the generated and estimated phases, while reducing
the error. The low frequency components in the estimated I0(j, k) are also observed in the
experimentally retrieved interferograms (see Section 6.5). Consequently, the phase estima-
tion algorithm is run on the experimentally observed interferograms of size 400× 400, but
the correlation and error between the estimated phases is evaluated only on a grid of size
380× 380. Further, in Eqs. (6.3)-(6.10) we have assumed that the intensity I0 as estimated
by the Hilbert transform is sufficiently constant. This however does not hold for instance
when the encoded phases are sufficiently ‘large and fluctuating’. For example in the present
numerical experiment, for the Kolmogorov situation, for the choice of C2

n = 10−14 m−2/3

and δz = 105 m, there are instances of particular (j, k), where the phases are large and
fluctuate well enough so that fore mentioned approximation is not valid, and the I0(j, k) at
that particular (j, k) can go sufficiently low so that the RHS of Eqs. (6.9) and (6.10) is ill
defined, which can lead to an over estimation of phase at that grid point. To remedy this,
any I0(j, k) whose value is greater or lesser than �I0(j, k)� by an amount 0.05× �I0(j, k)�,
is replaced with a corresponding averaged value, the average being evaluated over the near-
est eight points on the grid. Here �I0(j, k)� is the mean value of the background intensity as
evaluated on a full sample interferogram. Such a nearest neighbor averaging of the back-
ground intensity was performed both in the numerically generated as well as experimentally
measured interferograms.

We now summarize our results. In Figures 6.2 and 6.3, we illustrate the results for
the choice of C2

n = 10−14 m−2/3 with δz = 105 m, and noise level of 20 dB. Frames (a1)
and (b1) plot samples of random phases corresponding respectively to the Kolmogorov
and Tatarski spectrums. Here for the Tatarski spectrum we have assumed α0 = 0.0001 as
indicated earlier. Frames (a2) and (b2) plot the corresponding interferograms, and frames
(a3) and (b3) plot the respective phases as estimated by the algorithm. Frames (a4) and
(b4) plot the respective difference between the generated and estimated phases. Frames
(a1), (b1), and (a2), (b2) of Figure 6.4 summarize the obtained correlation and RMS error
between the generated and estimated phases for 100 samples each for the Kolmogorov and
Tatarski spectrums, where the tilt has been removed using method I. Tables 6.1 and 6.2
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summarize the results for varying δz, with δz increasing from 104 m to 105 m at intervals of
104 m, and noise level of 20 dB. Here both methods I and II were used to remove the tilts,
for 100 phase samples for each δz. They list the average RMS of the numerically generated
phase, and the average correlation and error RMS between the generated and estimated
phases, for 100 samples, in each scenario. It may be noted from Tables 6.1 and 6.2, that the
correlation between the generated and estimated phases for the Tatarski power spectrums
is on an average higher than their respective Kolmogorov counterparts, and the error RMS
is also comparatively lesser, for each δz. This may be attributed to the relatively smooth
nature of the Tatarski phases in comparison to their Kolmogorov counterparts. Further,
the average correlation between the generated and estimated phases is lower in both the
Kolmogorov and Tatarski situations when the tilt was removed using method I, and this
may be attributed to the fact that the ‘plane phase’ used to remove the tilt was obtained
by averaging the random phases over only 100 samples. Nevertheless, when there is no
a priori knowledge of the residual tilt of a random phase, the tilt removal using method I
could be useful. Further, for relatively small phases as in the situation when δz = 104 m,
the error RMS is seen to be relatively higher in respect of the input phase in both the
Kolmogorov and Tatarski situations, and this may be attributed to dominance of noise over
the signal, in the estimation of the slopes. Figure (6.5) summarizes the average variation
of the correlation and error RMS between the numerically generated and estimated phases
for varying noise levels, for δz = 105 m, in both the Kolmogorov and Tatarski situations,
where the tilt was removed using method II.

Remark : In both proposed algorithms presented in Sections 5.3 and 6.2 we observe that
the noise is introduced while measuring intensities using CCD, and we measure it in dB,
as indicated in Section 3.9. It can be seen that the iterative algorithm proposed in Sec-
tion 5.3 retrieves the phase unambiguously, i.e., with almost 100% correlation between the
input and converged wave fields, even in the presence of 10 dB noise almost for all tested
numerical examples. On the other hand, the proposed algorithm in Section 6.2 retrieves
phase with a correlation just above 98% and an RMS error of ≈ 0.3 radians in the presence
of 10 dB noise for the Kolmogorov phases (see Figure 6.5). Thus, the former algorithm is
more immune to noise than the later. However, it should also be kept in mind that the for-
mer algorithm needs three intensity patterns for phase estimation, as opposed to the later
which estimates phase from a single interferogram.
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6.5 Experimental demonstration using Mach–Zehnder setup

Figure 6.6: Shown here is the experimental setup to record interferograms with different
tilts. Coherent wave field from laser (LA) is first attenuated by the neutral density (ND) fil-
ter, spatial filtered (SF), and then collimated using a thin lens (not shown here). The result-
ing beam is then split by beamsplitter BS1. Before these fields recombine at beamsplitter
BS2 and being recorded by the CCD, one of the fields passes through the pseudo-random
phase plate (PRPP). Spatial frequency of the interferograms can be controlled by the tilts
given to mirrors M1 and M2. For the tilt position 1, wave fields 1 and 2 recombine at BS2
and the CCD records the interferogram. Then both M1 and M2 or one of them are adjusted
to get a different tilt, say tilt position 2, and the wave fields 3 and 4 recombine at BS2
and the CCD records the interferogram. Note that both wave fields 1 and 4 pass through
the same portion of the PRPP, and hence the encoded random phase in the interferograms
corresponding to these two different tilts are the same.

In this Section, we summarize the results of two experiments which were carried out
to demonstrate the consistency of the phase retrieval algorithm. In the first experiment (see
Figure 6.6), the standard Mach-Zehnder setup with a collimated laser light source is used.
Coherent wave field from He-Ne laser (LA) with 633 nm wavelength is first attenuated by
the neutral density (ND) filter, and spatial filtered (SF) before being collimated by a lens.
This beam is then split into two beams using the beamsplitter BS1, and these beams travel
towards mirrors M1 and M2. The beam reflected from M1 passes through a pseudo-random
phase plate (PRPP) [169] and is recombined with the beam reflected from M2 using the
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beamsplitter BS2. The resulting beam is captured by the CCD camera, and the interfero-
gram has now encoded the phase information of the PRPP. Now we introduce some extra
tilt by adjusting M1 and M2 and let the beam reflected from M2 to pass through the same
portion of the PRPP and record another interferogram. So these two interferograms carry
the same phase information apart from the extra residual tilt. Here, we note that the PRPP
used in the experiment consists of a five layer system, with two outer layers of BK-7 glass,
two layers of near index matching polymer, and one layer of acrylic with a turbulence
profile written on to it on one side [169]. Also, it was observed that peak to valley phase
variation in the PRPP plate is roughly 6π ≈ 19 radians.

The interferograms were then recorded on a CCD camera which consists of 640× 480

pixels, with each pixel of size 9.9µm × 9.9µm. Though there is an availability of 640 ×
480 pixels, we restrict our observation area to 400 × 400 pixels for the sake of uniform
illumination as available from the collimated beam. For each sampled region of the PRPP,
two interferograms were recorded, each corresponding to two different fixed tilts (see, for
instance, frames (a) and (b) of Figure (6.7)). The phases for the same sampled region of the
PRPP, was then estimated from the two interferograms corresponding to the two tilts and
compared. In Figure (6.7), frames (a) and (b) are the two interferograms for a particular
sampled region of PRPP for two different tilts. Note that the fringes in frame (b) has a
higher spatial frequency as compared to those in frame (a), indicating the different tilts.
Frames (c) and (d) plot the estimated phases where method I (see Section 6.4) was used to
remove the residual tilt. For the present example, the phases in frames (c) and (d) have a
correlation of 0.9911. In the experiment, 300 regions of the PRPP were sampled. First,
300 interferograms were recorded for the sampled regions for the first tilt, and then the
same was repeated for the second tilt. This sequential recording of the interferograms
was possible due to the in built controllable stepper motor in the PRPP setup [169]. The
phases for each of these 300 interferograms both with the first and second tilts were then
estimated using the algorithm, and the residual tilts were removed using both methods I as
well as II. Frames (a), (b), (c), and (d) of Figure (6.8) summarize the results. The observed
correlations is on an average greater that 0.96 for both the methods suggesting that the
phase retrieval algorithm is consistent.

In the second experiment, the phase sharing Mach–Zehnder interferometric setup intro-
duced in Ref. [168] is used (see Figure 6.9). A wave field from LA of 633 nm wavelength
which is linearly polarized is passed through a ND filter followed by a HWP oriented such
that the wave field emerging from it is 45◦ polarized. This wave field is then spatial filtered
before being collimated by a lens. The collimated wave field is passed through a PBS to
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(a) (b)

Figure 6.7: Frames (a) and (b) plot the interferograms corresponding to the same sampled
region of the PRPP corresponding to two different tilts. Notice the increased spatial fre-
quency of the fringes in frame (b) in respect of fringes in frame (a). Frames (c) and (d)
plot the phases as retrieved from the interferograms in frames (a) and (b), where method
I (see Section 6.4) was used for tilt removal, and phase averaging was done on 300 samples.
Note that the estimated phases are plotted only on a grid of size 380× 380 even though the
phase estimation algorithm was run on a grid of size 400 × 400. For the present example,
the correlation between the two phases in frames (c) and (d) was found to be 0.9911, with
error RMS of 0.4856 radians.
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Figure 6.8: Frames (a) and (b) scatter plot the correlation values and the error RMS re-
spectively between estimated phases corresponding to the two different tilts in the first
experiment (see Figure 6.6), for 300 sampled regions of the PRPP, where the tilt was re-
moved using method I (see Section 6.4). Frames (c) and (d) plot the same where method
II (see Section 6.4) was used to remove tilt in the same experiment. It may be noted that the
phases roughly varied between ±7 radians.
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Figure 6.9: Shown here is the phase sharing experimental setup. Coherent wave
field from LA (which is fully polarized) is attenuated, spatially filtered, collimated, and
passed through a rotated half-wave plate (HWP), before being split by a polarizing beam-
splitter (PBS) into two wave field sources with orthogonal polarizations. These two wave
field sources act as the two inputs at the two arms of the Mach–Zehnder interferometer.
Both these sources are split and recombined by Beam-splitter 1 and Beam-splitter 2 (BS1,
BS2) to obtain the interference patterns at the two observer ends (A and B) of the inter-
ferometer. The PRPP is inserted in one of the arms of the interferometer so that both the
wave field sources with orthogonal polarizations encounter the same phase difference in the
two arms of the interferometer. LA, Laser; ND, Neutral Density Filter; SF, Spatial Filter
Assembly; P, Polarizer; BS, Beam Splitter; M, Mirror; PH, Phase; CCD, Charged-coupled
Device Camera; PBS, Polarizing Beam Splitter; HWP, Half Wave Plate.
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(a) (b)

Figure 6.10: Frames (a) and (b) plot the interferograms corresponding to the same sampled
region of the PRPP corresponding to the phase sharing experiment. Frames (c) and (d) plot
the phases as retrieved from the interferograms in frames (a) and (b), where method I (see
Section 6.4) was used to remove tilt, and phase averaging was done on 300 samples. Again,
the estimated phases are plotted only on a grid of size 380 × 380 even though the phase
estimation algorithm was run on a grid of size 400 × 400. For the present example, the
correlation between the two phases in frames (c) and (d) was found to be 0.9933, with error
RMS of 0.3361 radians.
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Figure 6.11: Frames (a) and (b) scatter plot the correlation values and the error RMS be-
tween phases estimated at the two ends of a Mach-Zehnder interferometer, for 300 sampled
regions of the PRPP in the phase-sharing setup (see Figure 6.9), where method I (see Sec-
tion 6.4) was used for tilt removal. Frames (c) and (d) plot the same in the phase-sharing
experiment, where method II (see Section 6.4) was used to remove tilt. It may again be
noted that the phases roughly varied between ±7 radians.
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create two sources of wave fields, one with horizontal polarization, and the other with ver-
tical polarization. These two wave fields act as the two light sources for our work. One
of the light field sources emerging from the PBS goes straight to BS1 which is at observer
port A and gets split and reflected (by M1 and M2) before being recombined at BS2 (which
is placed at observer port B). The interference thus obtained at observer port B is recorded
on a CCD camera. The second light field source from the PBS is reflected by M3 and M4
before entering BS2 at observer port B. The second light source splits at BS2 and the two
sources are reflected by M2 and M1 before recombining at BS1. The interference pattern
thus obtained is recorded on a CCD camera at observer port A. The wave fields from these
two light sources don’t interfere in view of Fresnel-Arago’s law [170], and hence we obtain
two similar interferograms at CCDs placed at ports A and B (see Figure 6.10).

Now ‘Shared’ interferograms corresponding to the same sampled region of the PRPP
were measured at the two opposing ends of the Mach–Zehnder interferometer for 300 sam-
ples (see, for instance, frames (a) and (b) of Figure 6.10). The phases were then estimated
using the algorithm and the residual tilts were then removed using both methods I as well as
II, the results of which are summarized in frames (a), (b), (c), and (d) of Figure (6.11). And
we again find that the correlation between the estimated phases is greater that 0.96 as be-
fore, suggesting that the phase estimation algorithm is consistent. In both the experiments,
the correlations between the phases were evaluated on a grid of size 380×380, even though
the phase estimation algorithm was implemented on the grid of size 400×400. To this end,
we have two remarks. First, as mentioned above, the grid size 400 × 400 was chosen be-
cause uniform illumination from the collimated beam was available on a smaller region
of CCD. Second, the intensity I0(x, y) (see Eq. (1.1)) is tailing near the boundaries due to
summation over spatial frequencies κx and κy as indicated in Eq. (6.30). This leads to de-
creased correlation (or equivalently increased RMS error), and hence we have restricted to
380× 380 pixels only, even though the algorithm was run on 400× 400 pixels. Further, the
displaced signals obtained from the Fourier transform of an interferogram were Gaussian
filtered to suppress the ‘noise’ and the other high frequency components. And this led to a
substantial improvement on the correlation between the estimated phases.

6.6 Concluding remarks

We have proposed an algorithm to extract the phase in an unwrapped form using the Hilbert
transform, from an interferogram with perturbed straight line fringes. First the phase gradi-
ents are extracted from the interferogram using the Hilbert transform, and then the extracted
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phase gradients are used to estimate the phase, using the method of least squares, for the
Hudgin geometry. In this regard, a simplification in the implementation of the least squares
is outlined. The inversion involved in the implementation of the least squares is reduced
to multiplication and sums of N × N matrices, even though the original problem requires
inverting a N2 × N2 matrix. An analytic simplification of the matrix diagonalization is
also presented where the connection between discrete-cosine-transform-II (DCT-II) matrix
and the Hudgin geometry matrix is effectively used. It is found that this speeds up the
phase retrieval from the slopes for the Hudgin geometry. Thus the present analytic sim-
plification is not only useful for the present context, but also in dynamic phase estimation
using wavefront sensors, where the phase gradients are extracted from a wavefront sensor,
for the Hudgin geometry [45, 49]. The consistency of the proposed algorithm has been
demonstrated on both numerically generated noisy interferograms as well on experimen-
tally measured interferograms, for phases which are random and are generated through
passage of a collimated paraxial light field through atmospheric turbulence like situations.
Thus the present algorithm is very relevant and useful, when for instance, one is interested
in distillation of a secret key by two remote observers who use atmospheric turbulence as
the common source of randomness, as demonstrated in the phase-sharing Mach-Zehnder
set up of Ref. [168], where perturbed straight line fringes were observed by the two re-
mote observers. The present algorithm could also be useful in other experimental contexts
where ‘perturbed’ straight line fringes are observed [16, 35, 166, 167]. We further observe
that while the algorithm is designed for interferograms of size N × N , it could be effec-
tively extended to more general inteferograms of arbitrary size, using the methods outlined
in Refs. [169, 171]. We finally note that the method will not work for the for interfer-
ograms which can have closed [172, 173, 174, 175, 176] or forked [8, 65, 177, 178, 85]
fringes (phases with dislocations), owing to its inherent dependence on the Hilbert trans-
form. Note that the problem of retrieving phases with dislocations has already been demon-
strated numerically in Chapter 5.
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Chapter 7

Conclusion and possible future research
works

7.1 Conclusion

In this thesis we have explored some aspects of phase estimation problems through intensity
measurements. In this regard, we have proposed two new algorithms, and demonstrated
one numerically, and the other numerically as well as experimentally. In constructing an
algorithm to retrieve phases with dislocations, we have made use of the new results obtained
in Chapter 4 in regard of FOOS. The obtained results may be summarized as follows :

1. We have proved that any general FOOS can be realized (in a lab) using a maximum
of 4 thin convex lenses and 14 thin cylindrical lenses of positive focal length alone.
In addition, explicit realizations of optical transformations including differential free
and inverse free propagation, partial Fourier transformation, inverse partial Fourier
transformation, image reflector, differential magnifier, differential fractional Fourier
transformation, gyrator, and cross-gyrator have been provided. In fact, the decompo-
sitions of the optical transformations such as differential free and inverse free propa-
gation, inverse partial Fourier transformation, differential magnifier, and differential
fractional Fourier transformation, to the best of our knowledge, have been obtained
for the first time.

2. We have proposed an algorithm to extract phases with dislocations using partial
Fourier transformation, and thus measuring the OAM of the wave field, with the
knowledge of three transverse plane intensity measurements alone, and not requiring
any boundary conditions. This algorithm has been tested numerically using Monte-
Carlo simulations on numerous random samples of random complex linear super-
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position of paraxial wave fields, and unambiguous phase retrieval has been demon-
strated for all such cases.

3. We have also proposed a single-shot algorithm that can extract the phase information
encoded, without phase unwrapping, from perturbed straight line fringes. Phase gra-
dients are obtained by Hilbert transform, and consequently the phase is reconstructed
using the knowledge of phase gradients and the method of least squares for the Hud-
gin geometry. Exploiting the connection between the Hudgin geometry matrix and
discrete cosine transform matrix for the first time, to the best of our knowledge,
has resulted in huge reduction of the computational time. This algorithm has been
successfully demonstrated to work on numerically generated interferograms whose
phases were random, and generated using Kolmogorov and Tatarski atmospheric tur-
bulence models. Also, the algorithm has been shown to work well on interferograms
with random phase obtained from a Mach–Zehnder setup with PRPP inserted in one
of the arms.

7.2 Possible applications

First we mention few research areas where realization of general FOOS can find appli-
cations. Phase retrieval algorithms from two as well as multi-plane intensity measure-
ments [58, 133, 63] typically use elementary optical transformations such as Fourier trans-
form, free propagation, and fractional Fourier transform (see, for instance, Chapter 11 of
Ref. [116]). Because any complicated FOOS can be realized explicitly using free propa-
gation and thin lenses (Chapter 4), phase retrieval algorithms involving such complicated
FOOS can readily be implemented in lab.

Second, high-speed parallel processing can be made possible using optical information
processing, where the required transformations are implemented by means of refractive
optical elements [179, 108]. For instance, Fourier transform of a signal can be implemented
optically using a thin convex lens (see Figure 4.1). Now any real time application involving
instantaneous implementation of complex optical transformations can easily be performed
using free propagation and thin lenses.

Third, it has been demonstrated recently that how modern digital holographic systems
can be designed and analyzed using LCT (see Chapter 12 of Ref. [116]). Also, there has
been growing interest towards image encryption using standard optical transformations
such as Fourier and fractional Fourier transformations (see Chapter 13 of Ref. [116] and
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references therein). Our realization of optical transformations can readily find applications
in such research areas.

Now we explore few research areas where our iterative algorithm developed in Chap-
ter 5 can be useful. Sorting of orbital angular momentum modes is an active research
area [180, 181]. These OAM sorters make use of Cartesian to log-polar coordinate transfor-
mation performed by special optical elements and can find out |cj|2, the probability ampli-
tude, of the constituent Laguerre-Gaussian modes. These sorters are widely used in imple-
mentation of quantum walks [182] and quantum algorithms with classical light [183, 184].
But by Section 5.3 we know that we can find out the complex coefficients cj (see (5.13)) of
the constituent Laguerre-Gaussian modes using the orthogonality of the same, given that
we have estimated the phase of the wave field.

In recent years it has been demonstrated that Laguerre-Gaussian modes can be used
as information carriers in free space [91], as they are robust against atmospheric turbu-
lence [8, 92]. As our algorithm retrieves the phase unambiguously even under noisy en-
vironments, it can readily be used in such applications. Also, we believe that our algo-
rithm is definitely relevant in situations such as Bose-Einstein condensates [73, 71], x-ray
beams [70], atom interferometry [71, 72], and electron beams [68], where phases with dis-
locations occur naturally.

Finally, the phase retrieval algorithm using perturbed straight line fringes proposed in
Chapter 6 can be used in surface metrology [4, 5]. For example, testing as well as polishing
of refractive elements to high accuracy can be met easily through the use of interferometers
such as Newton and Fizeau interferometers [5]. These interferometers record perturbed
straight line fringes, and hence our algorithm can readily be employed. Also, as mentioned
in Section 6.6, this algorithm can be employed in the phase-sharing setup (see Figure 6.9)
to distill a secret key between two remote observers using atmospheric turbulence as the
common source of randomness [168]. Further, our algorithm can find applications in real-
time applications which require fast phase estimation, interferometry involving biological
samples [185], etc.

7.3 Possible future research works

In this Section we outline some possible future research directions.

1. For the iterative algorithm using three plane intensity measurements to retrieve phases
with dislocations (developed in Chapter 5), we used partial Fourier transformation as
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it does not conserve the longitudinal OAM. The other FOOS which do not conserve
OAM need to be explored.

2. Similarly, with availability of cylindrical lenses, the iterative algorithm could be read-
ily demonstrated in a lab.

3. In Section 6.2, we outlined the algorithm to extract phase from its gradients wherein
the discretized phase matrix and discretized phase gradients were related by Hudgin
geometry matrix. Instead, one can try other well known geometries such as Fried
geometry [48], Southwell geometry [47], and so on, to compute the phase matrix
from its gradients, and this needs to be explored.

4. Finally, as observed earlier in Section 6.6, the proposed algorithm to extract phase
from its gradients (see Section 6.2) won’t work for circular fringes because of the al-
gorithm’s inherent dependence on the Hilbert transform. So, a single-shot algorithm
to extract phase from such fringes without unwrapping needs to be developed.
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