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ABSTRACT
This thesis uncovers the working mechanisms and the horizontal and vertical scaling

limits  of the most promising next-generation non-volatile memory storage scheme; that is

Resistive  Random  Access  Memory  (ReRAM).  By  employing  a  Scanning  tunneling

microscope (STM) tip as the force electrode we were able to access the grains and grain

boundaries of a Zinc Oxide switching layer and after a set of investigations, we concluded the

existence  of  a  trade-off  between the  scaling  down and reliability  of  such devices  below

10nm2 of  electrode  area.  Next,  by  using  the  pre-established  physics  and  mathematics

(conductance vs. frequency) of a Metal-oxide-semiconductor device we understood the role

of interface traps in promoting the set process of ReRAMs and the detrimental effect of these

defects in sub-5nm thick devices. By using the Bias temperature stress (BTS) method and

several  other  current-voltage  measurements  we  recognized  the  ion  diffusion  based  and

oxygen vacancy based switching mechanisms in silver and gold based top electrode devices,

respectively, and their subsequent effects in the technology. By depositing different thickness

of Aluminium oxide (Al2O3) switching layer we discovered the vertical scaling being limited

by  different  tunneling  phenomena;  thus  restricting  its  lowest  possible  thickness  to  4nm.

Further,  as  an  alternative  to  the  conventional  von  Neumann  computing  architecture,  we

proposed  an  optical  synaptic  computational  method  with  Molybdenum  disulfide  (MoS2)

quantum dots. We have also elucidated the nature of PPF response to different stimuli rate

and  their  correspondence  with  different  pass-filter  responses.  Finally,  to  evade  sneak-in-

leakage current in a crossbar based ReRAM organizing scheme, a combination of ReRAM

and the selector device was proposed on reduced Graphene oxide (rGO) based three-terminal

devices, where the set process and the off-state current was found to be a function of the

applied gate voltage.
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ABBREVIATIONS
CD; Compact disk

DVD; Digital versatile disk

MOS; Metal oxide semiconductor

FG; Floating Gate
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GB; Grain boundary

Vfb; Flatband voltage

Dit; Interface trap charge density

τit; Trap lifetime

Clf, Chf and Cox; low-frequency, high-frequency and oxide capacitance, respectively

CC; Compliance current

Vi; Oxygen ion

Vo; Oxygen vacancy

BTS; Bias temperature stress
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SCLC; Space charge limited current

FN; Fowler-Nordheim tunnelling

PF; Poole-Frenkel Injection

DT; Direct tunnelling

TAT; Trap assisted tunnelling

PPF; Paired-pulse facilation or Pulse-Paired facilation

TFT; Thin film transistor

τg; Generation time constant

τr; Recombination/decay time constant

GO; Graphene oxide

LDOS; Local density of states
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Chapter 1

Introduction

 Non-volatile memory is a type of data storage device which stores the data and ensure the

existence  of the information  without  the  expenditure  of  any constant  supply of electrical

power.  Non-volatile  memory has  been guiding and moulding this  fast  computing era for

almost half a century. Today, the digital storage system has embedded itself into every corner

and trenches of our daily life. We cannot imagine our life without a smartphone, computer,

pc, home theatre, media players, gaming consoles, e-readers, etc. or as a matter of fact any

electronics with a storage capability. The amount of storage per unit currency offered to us by

the industry has been decreasing ever since. But every technology has its limitation, and so

does our current storage scheme, the FLASH technology1,2. The constant demand of higher

bit density and higher speed while maintaining the reliability has driven the technology to

reach at its brink of saturation3–5. The very physics which lead FLASH to take over the digital

storage industry in the past few decades is now slowing the technology down.

Let us take a look into the history of the non-volatile memory, its current picture, the

limitations, future options, and finally why we embarked on the journey of studying Resistive

random access memory (ReRAM or RRAM) for 5 long years.

1.1 History

1.1.1 Magnetic core memory

 The  first-ever  successfully  commercialized  non-volatile  memory  was  a  magnetic  core

memory6.  In  1947  Frederick  Viehi  got  the  patent  for  a  core  memory  which  was  later

purchased by IBM. 

Figure 1.1. A 32 × 32 1 kilobit magnetic core memory unit.

The mode of operation was in crossbar format (please refer figure 1.1). Each of the elements

was used to store either a zero or a one. A single bit was semi-hard ferrite core with wires
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wound around it  like a  transformer.  The electric  pulses  applied  across  such wires  would

change the magnetic dipole’s orientation, thus storing bit “1”. To store bit “0” all we needed

to do was to change the direction of the current through the wire. The different arrangement

of dipoles in the core would change the resistive state of the system. To read the data another

wire  was  employed  (which  ran  through  the  core)  with  voltage  supply  and  current  read

connected to proper terminals.

1.1.2 Magnetic tape memory

First  introduced  in  1951  in  UNIVAC,  magnetic  tapes7 was  later  perfected  and

popularized by IBM in the 1970s and 80s.

Figure 1.2. Magnetic tape memory in different cartridges.

These tapes were coated with magnetic coatings (figure 1.2), which could be magnetized or

demagnetized  by an  external  magnetic  field  provided by the  writer  head.  Another  small

magnet (read head) was employed to reach out near the surface of the tapes to read the degree

of magnetization on the rotating film and transfer the information to an electronics transducer

to convert it into legible data.

1.1.3 Floppy discs

Figure 1.3. Floppy discs with their protective plastic casings

In a floppy disc8, a circular plastic disk with magnetic material coating was used to store data,

much like a magnetic tape. Instead of a separate reader and writer and single header (with
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both reader and writer mounted together) used to hover over the spinning disk to record and

read the information. The actual disks used to vary in sizes and used to come in protective

plastic casings (see figure 1.3).

1.1.4 CDs and DVDs

 Compact Discs9 and Digital Versatile Discs took a different approach for storing and

accessing the digital bits.

Figure 1.4. Digital versatile discs

DVDs and CDs (figure 1.4) comprise a protective plastic layer (the back of a disc) followed

by a reflective aluminium layer,  a phase change (crystalline or amorphous) material,  and

another transparent polymer. A powerful laser hits the phase change layer and can locally

transform it  into a crystalline (translucent)  or amorphous (opaque) material.  A crystalline

layer allows light to pass through it and gets reflected from the aluminium surface, on the

contrary,  the amorphous region prevents the light to pass through. A light detector in the

DVD drive can follow this change and thus can assign them to two different logic states.

1.1.5 Magnetic Hard drives

 The previous sections made us realize that a substantial number of memory storage schemes

were based on the principle of magnetism until the CD and DVD kicked it. However, there is

one storage system still exploits the ferromagnetic property of a material to store data in this

era. Concentric circles or "tracks" of magnetic material covers a hard disc drive. For writing

and reading, a header is connected with an arm is attached with an actuator at one end of the

memory assembly (refer figure 1.5). The writer is essentially a tiny solenoid that can fly over

the rotating disk at  any given location and can magnetize the portion into north or south

alignment. The reader in this case is a Magneto Resistive (MR) sensor. The voltage applied

across it causes a constant current flow unless altered by a magnetic field present in close
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proximity.  When the  reader  flies  by the  desired  location  on the surface  it  can sense  the

orientation and recognizes north polarity as "1" and south polarity as "0".

Figure 1.5. An uncovered Hard disc drive with the read and write header.

To cope with the growing demand for data density, industries are trying to magnetize the

material perpendicularly rather than conventional horizontal fashion; in an attempt to make

the  most  of  the  allotted  space.  To  increase  the  bit  density  even  further,  companies  are

working on a relatively newer technology10 called the heat-assisted magnetic read (H.A.M.R)

technology. It allows the writing head to locally heat a portion on the disc (by mounting a

laser on the writing head) and magnetize it at a much lower power. The main catch of this

technology is it allows the user to magnetize a very small area on the disc. 

1.2 Modern era

The FLASH Memory

Shunpei Yamazaki1 invented and patented FLASH memory in the 1970s. In 1966

Yamazaki  observed  the  C-V hysteresis  in  a  device  and  speculated  the  theory  behind  it.

Although, Dr. Kahng (Bell Laboratories) first proposed the idea of a floating gate (FG) MOS

structure to store data (1967). Kahng's device was not recognized as a game-changer at that

time, because, the floating gate was made with zirconium and the sidewalls were exposed

into the air. This did not render very efficient FLASH storage. 

Yamakazis’s structure consisted of a MOS transistor with a floating gate inside the

gate dielectric, completely insulated from the surrounding environment, as depicted in figure

1.6. This non-volatile technology was reliable, scalable, fast, and most importantly, by far the

cheapest  of  them  all.  Till  date,  most  of  our  external  storage  units  are  FLASH  based.

Pendrives, solid-state drives, micro SD cards, EEPROMs, M.2 NVME, etc. are some form of
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FLASH architecture. Let us take a look into the basic structure of a FLASH transistor and try

to understand the mode of its operation.

Figure 1.6. An elementary structure of a floating gate MOSFET.

One can  easily  identify  the  similarity  and  difference  between  a  typical  MOSFET and  a

floating gate MOSFET. The additional gate inside the dielectric sets FLASH transistor apart

from a conventional one. 

Figure  1.7.  (a)  An  n-channel  formation  while  applying  Vth on  the  gate,  (b)  the

corresponding transfer curve, (c) the negatively charged floating gate does not allow for

the charge build-up with the same Vth and (d) its corresponding transfer curve showing

the shift in the threshold voltage to Vth1.
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In the upcoming sections, we shall be explaining the operation principle of FLASH storage

and for that purpose, we shall consider an n-channel MOSFET. When a sufficient positive

voltage is applied on the control gate, a substantial amount of negative charges buildup on the

substrate, between the source and the drain and shorts them. This voltage is known as the

threshold voltage (Vth) and the conducting path is called the channel. If we were to introduce

some electrons amidst the gate, we could opt for a floating conducting gate in the dielectric

and negatively charge it. This charge will induce some positive charge on the channel, thus

negating a fraction of the previous build-up. This would make the source and drain open

circuit again; now, to grow the channel, one needs to apply a larger voltage on the gate, larger

than Vth. It is evident that with a Vth on the gate and the floating gate being neutral we shall

get a high current across the channel (i.e. between source and drain), thus reading “1”, which

is  also reflected  in  the transfer  curve;  see figure 1.7(a)  and (b).  With  the  floating  gate's

participation, the channel remains open and the output current stays low, which reads "0"; see

figure 1.7(c) and (d). A more convenient way to read the data is to apply an intermediate

voltage (Vi) at the gate; in the first case it shall read out a higher current, assigning it to state

“1” and for the state “0” the circuit does not read any current.

Writing data in a transistor is the trickiest part. Here, we exploit the oxide separating

the FG and the control gate, which is very thin and so is the portion between the FG and the

channel. If we apply a high negative voltage on the control gate the insulator band bending

will cause band triangulation, leading to Fowler-Nordheim tunneling of the electrons to the

FG. On removal of the electric field the electrons safely reside there; therefore, writing the

data. Another way to write the data is by hot-electron injection. It requires a high voltage

across the drain and the source with a positive bias on the control gate. The strong electric

field builds up high kinetic energy to the electrons and when the electrons gather enough

energy to overcome the insulating barrier and reach the FG. The author would like to point

out  that  FN  tunneling  is  far  less  destructive  to  the  gate  insulator  than  the  hot-electron

injection method. Erasing is a relatively easier process. A high positive voltage on the control

gate can lead to the FN tunneling of the electrons from the FG to the positive terminal and

erase the data.

Now, that  we covered the reading,  writing,  and erasing mechanisms of a FLASH

memory, we should be able to appreciate its different architectures. The two architectures

dominating the FLASH non-volatile industry are the NAND and NOR layouts.  Owing to

their advantages and disadvantages they find different areas of application. 
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In NAND11 layout  the devices are connected in series (figure 1.8(a);  if  you recall

NAND = “NOT” series "AND"), whereas in NOR12 layout devices are in parallel connection

(figure 1.8(b); NOR=”NOT” series “OR”).

Figure 1.8. (a) NAND layout and (b) NOR layout of the floating gate transistors.

The word lines (WLs) in a NAND arrangement are all connected in series with only one

ground connection through the ground select transistor (GST). On the contrary, the devices in

the NOR structure require ground connection and a bit line connection for each and every

device.

To read data from a specific device in NAND we need to apply Vit to the specific

word line and set all other devices on (i.e. a voltage higher than V th1 in figure 1.7) to read the

high or low current. Along with that the GST and BST (block select transistor) should remain

on to let the user access the block. However, for a NOR device, the rest of the bits are needed

to be in off state (the WL voltage should be below Vth), this step is necessary because during

reading we always need to make sure the current is only passing through the required device

and not accidentally coming from any other cells of the block.

Erasing data from any of these circuits is simple. For both of these layouts, applying a

high voltage through the WLs will ensure the floating gate is drained out of the electrons. As

we discussed earlier, FN tunneling leads the electron to move from the FG to the control gate

and sets all  the devices in a block to “1”. Well,  since both of these architectures  require

erasing the entire block altogether in a “FLASH”, the name was popularized. 
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 Writing data ("0") in a specific NOR cell is done by hot-electron injection from the channel.

A high voltage is applied at the bit line (BL), and the exact device is fed with a positive

voltage on the WL; while the rest remains switched off.  NAND devices are set to state "0"

by FN tunneling. An application of a high negative field on the word line of a specific device

pushes the electrons from the control gate to the FG. 

Figure 1.9. (a) Writing ("0") data in the FG by FN tunneling, (b) erasing data by the

same principle from the FG, and (c) the alternative writing by hot-electron injection

method, by drawing electrons from the conducting channel.

The  hot-electron  transition  is  a  detrimental  process  for  the  gate  insulator,  with

multiple numbers of writing and erasing the devices can get damaged beyond repair. This is

why, the average read-write cycle per NOR device ranges within 1k to 10k times, whereas a

NAND cell can endure through many more cycles (10k to 100k).

Apart from the writing scheme, the NAND and NOR layouts differ in some trivial

aspects.  NOR  requires  separate  BL  interconnects  and  ground  line  and  therefore,  is

characterized with larger footprints than NAND. The lack of excess interconnections from

the ground line and WL gives NAND a smaller foot-print and makes it an ideal choice for

affordable  non-volatile  applications.  Although,  being  arranged  in  series  connection,  the

NAND comes with its inherent disadvantage; the series latency. For applications which need

relatively faster non-volatile storage (for example in embedded systems, booting ROMs, etc.)

NOR layout is preferred over NAND. The parallel connection in NOR bypasses the device to

device propagation delay; thus saving a substantial amount of time in reading. Owing to the

less  destructive  FN  tunneling  and  cost-effective  fabrication  procedure  NAND  is  always

preferred over NOR and is most commonly encountered by us in daily life.
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Until now our discussion focused upon FG MOS and how it can be used as a non-

volatile memory; where each device serves for a single bit. These devices are known as the

SLCs (figure  1.10(a))  or  single-level  cells.  Modern  SSDs and M.2 NVMEs offer  higher

reading and writing speed with higher bit density. This remarkable feat has been achieved

because of the introduction of MLCs or multilevel cells13. Unlike SLC, MLC does not rely on

two states (namely, either electrons are present on the FG or state "0" and FG is neutral or

state "1"), rather it can detect the threshold voltage shift in four different levels (neutral FG

and 3 successive levels of electron storage; figure 1.10(b)). This allows an MLC device to act

like two bits of four combinations from a single cell. But this technology has its downside.

More levels mean less is the inter-level threshold voltage shift and lower is the tolerance.

MLCs generally offer lesser lifetime than SLCs and a higher probability of data corruption

after multiple read-write cycles. 

Figure 1.10. (a) Showing two different logical states in an SLC and (b) four different

logical states in an MLC floating gate MOSFET.

The above figure depicts the existence of multiple logical states in an MLC, rather than two

in SLC. The figure perfectly showcases the noise margin or tolerance degradation in an MLC

system.

1.3 The Future

Scaling  down in  FLASH  memory  always  accompanies  short  channel  effects  and

complications  in  fabrication  steps.  Thinning  down the  gate  dielectric  and channel  length

makes the device more prone to succumb before the direct tunneling effect. Moreover, the

metal interconnects for the source, drain, control gate and substrate consumes the majority of
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the  layout  footprint.  The  deviation  of  Moore’s  law  itself  is  a  standalone  proof  that

miniaturization is one of the goals today’s semiconductor industry is struggling to keep up.

The scientists  throughout the globe have started working on alternate  methods for

permanent  data  storage  solutions.  Among  them,  magnetoresistive  RAM (MRAM),  phase

change RAM (PCRAM or PRAM), atomic switch, Resistive RAM, etc have shown great

promises. Let us take a walk through these memory storage schemes one by one.

1.3.1 MRAM

An MRAM14 exploits the spin-transfer torque property of an electron to store data.

Structurally  it  consists of a ferromagnetic bottom electrode (BE) and a ferromagnetic  top

electrode  (TE)  separated  by  a  thin  conducting  layer  (please  refer  figure  1.11).  The  BE

generally is a Fixed ferromagnetic material or fixed state magnet, while the TE is open to

external manipulation and known as a free state magnet. 

Figure 1.11. Different resistive states of an MRAM depending upon the electron spins.

When both the magnets are in the same spin direction the circuit allows high current to pass

through it, rendering a lower resistance (state “1”). Forcing a large current through the free

state magnet can change its electron spin direction, exhibiting a high resistive state of the

device, which represents state “0”.

1.3.2 PCRAM

PCRAM15 resembles  the  structure  of  a  capacitor  with  a  phase-changing  material

embedded between two electrodes. A high voltage pulse (or high-intensity laser pulse) can

melt the material because of the joule heating. However, during the cooling down process, a

rapid cooling leads the quenching of the material into an amorphous state and a relatively

slower cooling (by holding the crystalline temperature for few moments) renders a crystalline

phase. Much like MRAM, PCRAM (figure 1.12) also stores data in form of different resistive
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states; the amorphous phase corresponds to the highly resistive state, whereas the crystalline/

polycrystalline phase exhibits conducting state.

Figure 1.12. A schematic diagram of a PRAM device with the heating element.

1.3.3 Atomic Switch

Atomic switches16 are 2 terminal (or 3 terminal in case of an additional controlling

gate) tunneling junctions; which doubles as a resistive switch.

Figure  1.13.  A  single  row-column  pair  of  an  atomic  switch  crossbar  array;

demonstrating the metallic filament formation in the tunneling gap.

Two electrodes separated by a tunneling gap often can form a metallic bridge under a high

electric field (as depicted in figure 1.13). A low electronegative metal (for example copper)

upon positive bias tends to lose electrons and becomes a cation; these ions can easily gain

electrons from the cathode (by means of direct tunneling) and get reduced to neutral atoms.

Eventually, this gives rise to a metallic protrusion from the cathode. This sort of conducting

filament (CF) formation and collapse (at negative bias) toggles the resistivity of the tunneling

gap and can be accounted for  two different  states  of  logic  states  (namely,  "0" and "1");

therefore, can be used as non-volatile memory.
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1.3.4 Resistive random access memory

Some insulators17 and semiconductors18 are capable of changing their resistive states

under voltage stress. These insulators are the heart of a resistive ram. Structurally, a resistive

RAM  device  comprises  two  electrodes  (namely,  top  and  bottom  electrode)  which  are

electrically insulated by the switching dielectric. By applying different voltage bias one can

easily toggle the resistive state of the device between a high-resistive-state (HRS) (figure

1.14(a)) or off state and low-resistive-state (LRS) (figure 1.14 (b)) or on-state. The following

figure is a pictorial depiction of a ReRAM device in action. 

Figure 1.14. (a) A schematic illustration of a ReRAM structure at its HRS state and (b)

LRS state.

A certain magnitude of an electric field is capable to induce or create electrically activated

defects in the layer. An adequate quantity of these charged defects can form a conducting

filament/bridge (CF) between the electrodes (see figure 1.14 (b)). The origin and nature of

these defects and how they manipulate the switching behavior will be discussed afterward.

Generally, an opposite polarity of voltage reverses the effect and the CF gets dissolved (or

partially  dissolved);  leading to  electrical  isolation  of  the  Top electrode  (TE)  and bottom

electrode  (BE) again.  The most  interesting  fact  of  these  phenomena is,  once the  state  is

changed, the dielectric retains the state even without the presence of a field.

Switching behavior

Let us breakdown the switching phenomena in the following steps.

1 At a lower voltage, a resistive switch acts like an ideal capacitor and does not allow

any current to  pass through it.  The only observable current  is  the leakage current

through the thin dielectric and because of other parasitic components. This state is
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referred to as high resistive state or HRS. A good resistive RAM is expected to exhibit

negligible HRS/off current.

2 An electrical breakdown experienced by the dielectric can be induced by metal ions,

dielectric defect generation, electrode-dielectric interface redox, or their cumulative

effect. However, to commence the process of breakdown often we need to apply a

higher field (higher than the usual set voltage) with a compliance check, to procreate

the path which later will guide the breakdown through the device. This is known as

the formation process and the voltage at which the breakdown takes place is known as

formation voltage. At this stage, the system is at conducting state or low resistive state

or LRS or on-state.

.

Figure  1.15.  Diagram  showing  (a)  the  high  resistive  state,  (b)  set  process,  (c)  low

resistive state and (d) reset process of resistive bipolar switching.

3 Depending upon the compliance check during the formation process, some devices

might need switching off process some might not.
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4 Assuming the device is back at HRS, now, at a lower voltage (w.r.t formation voltage)

the device turns on, this transition voltage is called the set voltage, and this operation

is commonly known as the writing process.

5 At a comparable opposite polarity of voltage, the device switches back to its off state;

thus erasing the data.

Figure  1.15  perfectly  illustrates  the  different  stages  of  a  bipolar  switching  phenomenon.

Several device configurations are known to switch on and off in the same polarity  of an

applied electric field. This is termed as unipolar switching. In bipolar switching, the set and

reset processes are generally caused by a certain phenomenon and its reverse phenomenon,

respectively.  However,  in  the case of  unipolar  switching,  even though the  set  process  is

commenced  due  to  defect  formation,  the  switching-off  due  is  to  the  destruction  of  the

filament by joule heating.

Switching mechanisms

Several  switching mechanisms have been put forward by various research groups.

Among them, the metal ion migration19, dielectric defect generation20, and electrode-insulator

redox reaction are the most accepted theories.

Figure 1.16.  (a),  (b)  Oxygen defect  based switching in metal  oxide dielectrics  in the

presence of noble metal as a top electrode and (c) metal ion migration causing filament

formation in the switching oxide. 

Metal ion migration is mostly observed when the TE is generally a low electronegative metal.

With positive bias on the TE, the metal gets oxidized into metal anions. The mutual positive

field at the TE tends to repel the ions. An attractive force from the BE causes the reduction of

the ions at the BE site. A repetition of such a process subsequently gives rise to a continuous

conducting  path  populated  with metal  atoms which leads  to  an electrical  breakdown. An
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opposite field forces the metal ions back towards the TE, thus dissolving the filament and

switching the device back to its original off state.

 Noble metals generally have a higher electronegativity and require a substantial amount of

field to oxidize them. Devices with noble metallic TE seldom show any metal ion diffusion,

rather the electric field has been observed to act as an external parameter to modulate the

defects in the switch. Metal oxides as switching layer (with noble TE) are famously known to

dissociate into oxygen ions (cations) and oxygen vacancies (anions) under voltage bias. The

ions tend to move towards the TE leaving behind a trail of oxygen vacancies through which

the electrons can reach from the cathode to the anode. 

 In some cases, switching relies upon a defect reservoir between the TE and the dielectric.

Oxides with aluminum as the top electrode21 are famously known to form an AlOx layer at the

interface. This layer acts as an oxygen defect reservoir.  The metallic aluminum and the AlOx

layer (depending upon the oxidation state) can accept or provide oxygen ions to the switching

layer to aid the formation of a defect populated conduction path. Apart from that, the BE-

oxide interface can play a vital role in the switching process; the details have been discussed

in the 4th chapter.

Crossbar

Figure 1.17. A crossbar device arrangement of resistive RAM (a) top view and (b) side

view  with  the  ReRAM  and  selector  device  embedded  together  between  the  two

electrodes.

In a real chip scenario,  the ReRAM devices are not isolated devices rather arranged in a

matrix format22 (see figure 1.17). A series of parallel metallic lines act as the TEs and another

orthogonal set of lines act as the BEs. Any individual targeted device can be accessed (for

reading or writing data) by applying the appropriate voltage across the corresponding row
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(TE) and column (BE); the way one addresses a matrix element. The TE is biased with the

voltage (set/read) while the BE remaining grounded. To avoid accidental switching on of any

device the rest of the devices connected with the TE are not grounded, rather biased with V/2

or V/3. In that case, all of those devices suffer from a potential difference of V/ 2 or 2V/3;

sufficient to avoid any sort of accidental breakdown.

While  being  arranged  in  a  crossbar  array,  the  devices  suffer  from  an  inherent

limitation,  the  sneak-in-leakage  current23.  During  reading  data  from  a  single  device,

additional ghost currents might appear. These currents originate through random set devices,

cumulating leakage currents, V/2, and V/3 bias leakage currents, etc. sneak-in-currents give

the reading circuitry a false impression of high current even if the targeted device is at HRS.

The detrimental effect of sneak-in-current has been demonstrated in the 8th chapter.

To counter this problem an additional non-linear device can be connected with the

ReRAM in series, which shall not allow any current at HRS while being conducting after the

set voltage regime.

Figure 1.18.  Individual  current-voltage behavior of (a) a ReRAM and (b) a selector

device. The (c) combined effect of these two devices retains the set and the reset process

while successfully evading the leakage current through a system.

A selector device24,25,26,27can be imagined as a diode whose knee voltage and Zener breakdown

voltage  is  just  below the  set  and reset  voltages,  respectively.  A series  combination  of  a

resistive  memory and a  selector  only provides  a small  window beyond the set  and reset

process to ensure flawless operation of the system while successfully bypassing the unwanted
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leakage current. A countless number of diodes, BJTs, transistors, back-to-back devices have

proposed by various groups. Needless to say, tackling sneak in leakage is a major concern in

this industry and it leads the selector devices to take off as a different brunch of research

altogether.

1.4 Scope of the thesis

 The current technology (FLASH) is struggling to keep up with the increasing demands of

scalability. Short channel effects, direct tunneling, Fowler-Nordheim tunneling, etc. play a

huge role in data corruption in sub- 5nm devices and been disrupting the expected progress in

FLASH scaling. Various companies have started shifting their research area from scaling of

FLASH to 3D- stacking of FLASH and MLC based FLASH technologies to keep up with the

expected demand of bit density. This kind of progress is nevertheless quite promising but

comes with a trade-off with device-life-expectancy and manufacturing cost. New promises,

such as MRAM and PCRAM can be scaled down to unprecedented dimensions and can meet

the growing expectations as well. However, MRAM cannot be packed really close to each

other; the inherent magnetic field from the fixed-scale-magnet and free-state-magnet tend to

alter the magnetic orientations in the nearby devices, leading to hazardous crosstalk effects.

This  crosstalk  comes  with a  cost  of  feature  size  of  such devices,  therefore  affecting  the

overall scaling of a memory matrix. PCRAM on the other hand is devoid of such problems

but, can fall short when it comes to high-speed operations. To change the switching layer into

a crystalline phase the temperature needs to stay at crystalline-temperature for a few moments

before it comes to room temperature. This step consumes an unwanted amount of time to

write the information, ultimately stretching the overall read-write cycles. 

 With the current technology (7nm) NAND FLASH can reach a bit density up to 16GB/cm2

whereas  a  10nm×10nm ReRAM (or  any  other  crossbar  compatible  device  like  MRAM,

PCRAM, etc, assuming a 4F2 of feature size) device can accommodate ~32GB/cm2 and with

half the length of one electrode, this bit density can climb up to ~128 GB/cm2. In the light of

these problems, an ultrafast memory with sub 5nm scaling promises can only be offered by

ReRAM technology.

 This thesis is dedicated to uncover the mechanisms, which are involved in governing the

switching behaviors and also inspecting their consequences in scaling. In Chapter 3 we have

discussed  the  area  scaling  limits  of  a  resistive  switch  for  polycrystalline  materials.  The

influence of grains and grain boundaries can modify the electronic structure of such material
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and introduce anarchy in the switching phenomena. The chapter also discusses the reliability

of sub 100nm2 devices and how they get undesirably manipulated by the grains/boundaries as

the size of a device decreases. Chapter 4 and chapter 5 inspect the role of interface traps and

mobile ions in a ReRAM device. Pre and post breakdown studies in these chapters helped us

draw some detailed conclusions about the breakdown mechanisms in a resistive memory.

Although, chapter 4 has touched the vertical scaling limitations of a resistive capacitor based

on the interface trap's role, but a much detailed picture was drawn in chapter 6. We employed

an  atomic  layer  deposition  system  to  fabricate  devices  with  different  thicknesses  of  the

dielectric.  Different  conduction  mechanisms  were  studied  for  these  devices  and  some

interesting outcomes were observed. However, the most interesting discovery from this work

was the effect of thickness on the on-off ratio, reliability of any device. Finally, the chapter

compared all  the  parameters  (to  quantify  the  grade of  a  device)  and concluded with the

minimum vertical  limit  a  device can expect  depending upon the breakdown mechanisms,

without compromising the device quality. Apart from memory storage, a ReRAM device can

also  be  employed  to  perform  complex  mathematical  computations.  By  modulating  the

resistivity of a device between the HRS and LRS by a controlled voltage (or laser pulse) we

can artificially perform the operations of a biological synapse. We used single MoS2 quantum

dots (for smaller footprints) and explored the neuromorphic behavior in response to external

optical stimulus in chapter 7. This kind of system in a fully-fledged device form can act as a

bionic eye. The next chapter (chapter 8) reports a new solution to the selector device and bias

mechanism of a resistive memory in a crossbar array. The first part of this chapter dealt with

the problems which can be faced in crossbar array without  the selector device.  The next

section  illustrates  the  switching behavior  and operation  principle  of  a  resistive  switch  in

presence  of  an external  control  terminal.  The chapter  also discusses  the possibilities  and

promises  this  technology  can  offer  to  counter  the  sneak-in  problem  and  the  accidental

switching problem as well. The final chapter (chapter 9) is merely a post walkthrough of the

thesis while briefly discussing the conclusions and future works of each chapter. 
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Chapter 2

Infrastructure and ALD construction

2.1 Introduction

This chapter is dedicated to elaborate on the infrastructure involved in our work. A

better part of the instruments was readily available for the work; however, the heart of our

fabrication facility, the atomic layer deposition (ALD) unit, was constructed and optimized in

house.

 All the works in this thesis involved the fabrication of devices and the subsequent set of

measurements. The characterization instruments involved "B1500A parametric analyzer" for

current-voltage  (I-V),  capacitance-voltage  (C-V),  and  conductance-frequency  (G-f)

measurements. Retention, cycling, and endurance measurements were studied with "B2912A

SMU".  Both  of  these  units  were  interfaced  with  separate  probe  stations  and  were  user

interfaced with "EASYEXPERT" and "QuickIV" programs, respectively. The analyzers to

probe-station connections  were  of  "triax"  type,  to  avoid noise and distortion  as  much as

possible. 

For  local  density  of  state  and  surface  electronics  studies,  scanning  tunneling

microscopy (STM) was employed. As described in chapter 3, we also performed the I-V

characterizations  on  minuscule  grain  and  grain  boundary  structures  by  the  STM.  The

possibility to measure current as a function of time also in STM enabled us in recording the

pulsed  current  output  while  the  sample  under  inspection  was  constantly  excited  with  an

external optical pulse train.

The thicknesses of the dielectric layers were confirmed by the ellipsometric study.

With an accuracy <2% and resolution in the order of angstroms, we were able to optimize the

ALD layers with commendable accuracy.

For fabricating devices, a spin coating system, thermal evaporator, and atomic layer

depositor were employed. In chapter 8, the solution based active layer (rGO) was deposited

on  the  silicon-silicon  dioxide  surface  with  1000  rpm  with  acceleration  and  deceleration

parameter of 100rpm/second. Chapter 3 dealt with zinc oxide as the switching material. The

15nm of ZnO layer was deposited by using a thermal evaporator. A major part of this thesis

was based on ALD deposited Al2O3 layer1,2. Chapters 4 to 6 used the ALD system for the
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dielectric  deposition.  Apart  from that,  the crossbar sneak-in3 analysis  was also done with

ALD Al2O3 layers.  The details  of  fabrication  steps  and parameters  are  mentioned  in  the

respective chapters.

2.2 Atomic layer deposition

ALD4,5,6 is one of the most sophisticated systems for dielectric, semiconductor, and

electrode  deposition.  The  mechanism  of  an  ALD  operation  and  its  classification  are

elaborated in the next section before illustrating the instrumentation and construction of the in

house ALD unit.

2.2.1 Operation principle

 Assume that a compound AB has to be deposited in an ALD. We start with two different

precursors, with ultra-high purity, AY and XB. The system injects a very small amount of

AY in the chamber and waits until excess precursor is drained out by the pump. Owing to the

surface  thermal  equilibrium,  only  a  single  molecular  layer  of  AY will  get  stuck  on  the

substrate surface. In the next cycle, XB is injected,  which causes a reaction to take place

between AY and XB on the surfaces. 

AY + XB AB + XY

AB forms on the target while the XY is a volatile compound, which can be pumped out from

the system. Since the reaction  is  self-limited,  a  constant  growth rate  (layer  thickness per

cycle).  This  set  of  alternate  cycles  continues  until  the  desired  thickness  of  the  film  has

reached. In ALD the thickness per cycle always remains constant and hence, is a perfect way

to theoretically estimate the thickness.

2.2.2 Instrumentation

An ALD system generally comprises the following elements7,8.

1 The chamber: generally stainless steel (SS 306 or 306L) vacuum compatible chamber

is required with adequate vacuum compatible openings to handle the target vacuum.

This chamber is the arena where the main action takes place.

2 The pump: a rotary or dry pump creates the vacuum and maintains the low pressure

inside  the  chamber  during  deposition.  A  good  vacuum pump  always  ensures  the

evacuation of unwanted contaminants from the chamber or else they might react with

the extremely reactive precursors and compromise the deposition process.
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3 Fast  switching valve:  this  is  the  heart  of  an ALD system.  Very high-speed valve

(on/off speed ~10ms or less) with high precision controls the precursor intake by the

system. These valves are parallelly connected with a constant flow of inert gas (N/Ar)

through one channel. The second channel is connected with the precursor and pumps

them inside in short pulses.

4 Digital pressure sensor: this component has two functions. The first is to monitor the

pressure inside the chamber and the second is to detect the precursor injection and

evacuation. An inert gas purges the system constantly, it makes sure (i) the deposition

environment is contaminant-free, (ii) the precursor covers the entire surface area, and

(iii) the extraction of the excess precursor. If one precursor does not get purged out

completely and the following precursor gas kicks in, then there will be a reaction in

the gas channel and the chamber. This kind of unwanted reaction not only hinders the

continuity of the process but may potentially clog the expensive ALD valves leading

to  their  complete  breakdown.  The  digital  pressure  sensor  monitors  records  these

operations and feds back the required purging time to the user and lets the user set the

cycling program with the same (or higher) purging period. A sampling time of the

order of ~100ms is considered to suffice the purpose of pressure change reading. 

5 Substrate heater: the deposition requires a certain temperature (varies from material to

material)  to  facilitate  the  film  growth  and  yield  maximum  growth  per  cycle.  A

substrate holder which also doubles as the substrate heater is a bare essential for the

system. A good PID temperature controller with ~1% efficiency should ensure proper

temperature control of the substrate.

6 System heater: apart from the substrate, the entire chamber along with the pipelines to

the chamber and from the chamber needs to remain at  an elevated temperature to

avoid condensation of the expensive precursors. Most of the systems maintain the

chamber temperature around 120oC and the rest of the connection lines at 80-100oC.

The deposition process can commence only after all the lines and the substrate have

reached their designated temperatures.

7 Electronics: PLC-based controllers are mainly preferred to automate the operations.

PLCs are easy to interface with LABVIEW or other open-source alternatives (pylab,

my openlab, etc.) through their outputs are pre-installed with high-speed solid-state

relays (SSR). Other than PLCs, a combination of any microcontroller with a set of

SSRs should serve the purpose as well.
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8 Mass flow controller: the mass flow rate of the inert gas is an important parameter. It

decides the base pressure of a system and plays a vital role in deciding the purging

time of the precursors.

9 Flow  lines:  the  gas  flow  lines  are  needed  to  be  vacuum  compatible,  heat,  and

corrosion-resistant. Stainless steel (306 or 306L) base with an inner diameter of 6mm

is preferred in most systems. VCR, ferrule,  or union junction with proper vacuum

compatible gaskets are viable options for inter-connections.

10 Trap (optional): an additional chamber can be installed in the pumping line (after the

chamber) to trap most of the additional precursors and prevent the pump from being

corroded.

11 RF  generator  and  matching  network:  plasma  is  added  in  a  PALD system by  an

inductive coupled method using an RF power generator. For maximum output power

(hence, the least loss) a matching network is always recommended to match the input

and output impedance. Generally, a power supply with a frequency rating of 13.56

Mhz and a controllable power of 0-300W is referred for such systems.

12 Consumables: needless to say several consumable products like the purging gas (N or

Ar), precursors, oxygen gas (in PALD), etc. are required as well. 

Figure 2.1: A schematic diagram depicting the operation of an ALD system with four

fast switching valves (V) and a corresponding precursor (P) containers.

The  valve  connection  configuration  (parallel)  shown  in  figure  2.1  ensures  no  cross-

contamination and constant purging of the entire system. Often the showerhead is followed

by a diffuser to deliver uniform gas dissipation inside the chamber.
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2.3 ALD Construction

 Two  separate  systems  were  developed  from  our  lab  and  both  of  them  stand  equal

importance.  The  first  system  was  developed  in  collaboration  with  Hind  High  Vacuum

(HHV), Bangalore,  India.  Their  existing prototype was modified with a  larger  deposition

chamber suitable for a shower-head model to ensure uniform deposition and to incorporate

larger,  three-dimensional  samples.   Such a  modification  allows  the  surface  to  uniformly

expose to the precursors, consequently rendering a thin film of the same thickness throughout

the substrate. However, a laminar flow is also a deciding factor for the film quality and if not

taken care of, it can lead to localized depositions. To counter such a problem, often a diffuser

is used at the showerhead. 

Figure 2.2: (a) Old prototype chamber design, (b) proposed showerhead design and (c)

modified showerhead for plasma incorporation. 

 Although,  a  necessary  modification  (see  figure  2.2),  it  came  with  a  cost  of  additional

complexity. The earlier prototype required only two heaters to cover the chamber where the

bottom heater served as the bottom plate heater and doubled as the substrate heater as well.

The showerhead design, however, insisted a separate substrate heater inside the chamber and

additional sidewall heaters to cover the chamber in its entirety. We deposited several layers

of Al2O3 on a 4-inch silicon wafer in the showerhead chamber and for each of those cases, the

thickness error margin measured by an ellipsometer  was below 1%. The majority  of this

thesis' work with Al2O3 as the switching medium was carried out in this very system. 
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Figure 2.3: A labeled schematic depiction of the commercial atomic layer deposition

system. 

 In this section, we will discuss the in house ALD construction and its working principle. We

will go through the necessary components required to build such a system and then revisit

each one of them for a brief description. The components' list is as follows. 

1 Chamber

2 Rotary Pump

3 Substrate heater

4 Fast switching valves

5 Digital pressure sensor

6 Line heater assembly

7 PLC

8 Mass flow controller

9 Mounting rack

1 Chamber: A cylindrical chamber of inner-height 30cm and inner-diameter of 20cm

was constructed with a front-loading dock, and two side viewing ports. Two separate

openings at the back of the chamber were connected with the venting knob and digital

pressure sensor. The quartz-tube assembly (for PALD) and precursor inlet (via KF-25

port) were installed on the top lid, whereas the pump conjunction was provided to the

bottom lid. Please note that the viewports and the loading dock can and have been
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replaced with various flanges (fully covered steel flange, high voltage feed-through,

etc.) for different purposes.

2 Rotary Pump: It is connected with the bottom lid via a flexible steel pipe.

3 The  substrate  heater  is  installed  inside  the  chamber  with  a  PID controller  placed

outside. The controller  can drive the temperature from room temperature to 800oC

with 1oC of accuracy.

4 In our earlier system, the fast switching valves were of one plane 3-way connection

nature. This type of connection generally has one always-open line and a second line

with the control switch. We dedicated the first line for purging gas since it requires

uninterrupted flow and the second one was connected with the precursor.

The house built system, on the other hand, had a combination of one 3-way

valve and two 2-way valves. To replicate a 3-way valve in a 2-way counterpart, we

connected a T-junction at one end, which served as the dedicated line for the purging

gas. The other line as usual was used to control the precursor injection in the chamber.

Figure 2.4 schematically illustrates the two separate valve manifolds.

Figure 2.4: A comparative overview of the valve manifold in two separate systems.

5  A pressure sensor was mounted on the dorsal side of the chamber. With a maximum

sampling rate of 10/s the device was able to produce enough data points to accurately
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read  the  infusion  and extraction  of  the precursor  samples.  The data  was read via

proprietary software.

6 The valve manifold and the steel pipes were heated by heating tapes and controlled by

separate PID controllers. To ensure uniform heating, the tapes were further wrapped

by several layers of aluminium foils and bound together by kepton tapes.

7 The ALD valves were controlled by a PLC based system. The input power (24V and

100mA) was  provided by a  separate  DC power  supply  and connected  across  the

output ports of the PLC. The PLC was equipped with SSRs at  the outputs with a

switching time of 8.5ms and 10.5ms, definitely at par with our ALD valves (5ms).

The  control  program  was  developed  in  open-source  proprietary  software

(WPLSOFT).

Figure 2.5: Electrical connection of the PLC, power supply, and the ALD valves.
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8 Mass flow controller monitors and controls the quantity of purging gas being injected

in the chamber. As discussed earlier, it is an essential component of this system and

plays the most pivotal role in deciding the base pressure and precursor purging time.

9 The entire setup was stacked on a mounting rack as depicted in the following figure.

Figure 2.6:  A schematic  representation of  the home-built  (EMERALD-ALD) atomic

layer deposition system with the labeled components.  

The system was tested with TMA and water precursors for Al2O3 deposition and diethyl zinc

and water combination was tried out for ZnO deposition. Both of the layers showed uniform

depositions with the growth rate closely resembling the reported values (1.2Å of Al2O3 and

1.9Å for ZnO). With a uniform heating source and showerhead design backed by a diffuser,

the precursors were able to cover the 4-inch substrates equally and rendered a highly precise

film growth. 

2.4 Future works

 Currently,  the  setup  is  undergoing  a  transformation  to  a  PALD system.  The  capacitive

coupled plasma was created across the quartz tube mount and one of the viewports (replaced

by a high voltage  feedthrough).  The plasma was created vertically  by using two circular

metallic  meshes  as  the  force  and  ground  electrode.  We  theorized  that  the  oxygen  gas

intercepting the plasma path should create enough ionized species to aid faster and more

efficient oxidation. 

In  the next  iteration,  an  RF generator  (13.56Mhz,  300W) would replace  the  high

voltage feeds and can directly create oxygen plasma from the inflowing gas.
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2.5 Conclusion

 This chapter elaborates on the construction of a home-built atomic layer deposition (ALD)

system, which was primarily used for the thin film depositions in this thesis. A significant

section of the chapter illustrated the operation principle and the component requirement for

an ALD system followed by detailed construction details of our own homebuilt thermal ALD

system. The authentication of our system was verified from the growth rate and uniformity

inspection of the deposited well-reported dielectrics like Al2O3 and ZnO.

Figure 2.7 (a) and (b) are the photographs of the in house built ALD system and the

system built in collaboration with HHV (Bangalore, India), respectively.

Figure 2.7: (a) The home built Thermal ALD system with the full assembly and (b) the

commercial ALD from HHV, Bangalore. 
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Chapter 3

Effect of Grain and Grain boundary in area scaling

3.1 Introduction

One of the greatest advantages of a resistive RAM device over current FLASH based

architecture is the exciting scaling possibilities it can offer. The bit density (bit/In2) of the

current memory technology is limited by the scaling limitations of NAND technology, as

well  as  the  fact  that  their  operating  speed  and  processibility  are  limited  only  to  two

dimensions1,2. The basic building block of a NAND based FLASH architecture is a MOSFET

with an additional floating gate. Configuring multiple 3-terminal (4-terminal, if we consider

the  substrate)  MOSFETs  on  a  surface  consumes  an  enormous  amount  of  space  for

accommodating  different  metal  contacts,  rest  aside  the  channel  length.  In  fact,  in  the

contemporary FLASH technology, the channel length is a very small part of the feature size,

and thus scaling down (the channel) does not necessarily promise a huge leap in terms of bit

density;  although,  channel  miniaturization delivers  higher operating speed and low power

consumption. On the other hand, a two-terminal capacitor-like structure incorporated with a

crossbar-based arrangement consumes a much smaller footprint for metal contacts, add to

that the lack of a lateral conducting channel also contributes in rendering much more efficient

feature size. 

To cope up with our future data administration needs, several other memory options

have  emerged  as  replacement  strategies  (MRAM,  PRAM  ,etc.).  Among  these,  Resistive

Random Access  Memory (ReRAM or  RRAM) is  one  of  the  most  promising  candidates

because of its simple configuration of a metal-insulator-metal (MIM) capacitor-like structure

that  allows  three-dimensional  stacking  of  devices.  This  enables  higher  bit  density,  large

operational  speeds,  and  less  programming  complexity3–5 than  three-terminal  devices.  A

ReRAM device is simply an insulator stacked between two electrodes which toggle between

its  intrinsic  high-resistance  state  (HRS)  and  a  low-resistance  state  (LRS)  through  a

breakdown process depending upon the voltage applied across the electrodes. The proposed

breakdown processes involve the formation of conductive filaments by charged vacancies,

diffused ions, interfacial oxidation, etc. 6–10.
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3.2 Literature survey

A major advantage of the ReRAM architecture is that it allows scaling of the device

virtually  to  sub-nanometer  dimensions  with  the  feasibility  of  multi-layer  stacking11.  The

possibility  of  scaling  the  ReRAM devices  virtually  to  nano-dimensions  has  been studied

using scanning probe techniques by Hou et al12 and Kurnia et al13. However, as we report here

when the device area diminishes, the reliability of the device performance may degrade and

the nature of the switching phenomenon may vary from device to device. The performance of

the  on-chip  devices  would  not  be predictable  compared to  a  laboratory-scale  standalone,

large-area device.  ReRAM devices in a chip usually do not have a specific  Set or Reset

voltage; instead, they have a band of voltages in which they probabilistically toggle between

the resistive states14. The lesser the reliability of the device, the larger is this spread. This

uncertainty  can  be  a  consequence  of  several  factors  such  as  process  inhomogeneities,

stoichiometric  anomalies,  or  thickness  nonuniformities  in  the  switching  medium,  band

alignments  of electrodes  with switching media,  or combinations  of all  these effects.  One

important  parameter  that  has  not  been  given  the  importance  it  deserves  so  far  is  the

conductivity of individual grains and grain boundaries (GBs) of the switching medium itself.

According to previous studies15,16,  different electric conductivities of grains (Gs) and GBs

have a trivial influence on the switching behavior, thus inherently introducing certain degrees

of unpredictability to the device performance. Adding to that, the random shapes and sizes of

grains  and GBs and their  distribution  along the  switching  surface  may cause  even more

erratic device performance. A few notable works on the explicit contributions of grains and

GBs in resistive switching have previously been published, assuming the conducting tip of an

atomic  force  microscope  as  the  top  electrode  in  an  attempt  to  access  the  Gs  and  GBs

individually17,18. Langa et al. have inspected the effect of different conductivities of Gs and

GBs  due  to  the  abundance  of  oxygen  vacancies  in  the  GB periphery  in  HfO2 resistive

switches,  while  Shang  et  al  have  reported  on  the  effect  of  low  conducting  GB  due  to

oxidation of the oxygen vacancies as a result of annealing WO3 film.

A comprehensive picture of the influence of the GBs in resistive switching demands

analysis of the band diagram of the GBs and their role individually and in combination with

grains in a realistic condition. In this work, we re-create the band diagram along the G–GB–G

interfaces and simulate the 'different top electrode area' scenario on arbitrarily arranged Gs

and GBs to study the reliability of ReRAM devices. A scanning tunneling microscope (STM)

gives us sufficient resolution, compared to other scanning probe techniques, to access grain
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and GBs and thus sufficient  precision over a few Angstroms in the vicinity  of the GBs.

Figure 3.1(a) is a replica of a memristive device with a polycrystalline switching material,

where  different  possibilities  of  grains  and  various  types  of  GBs  appear  between  the

electrodes.  Figure 3.1(b) shows the experiment  conducted  to  measure the  grain and GBs

individually using an STM. 

Figure 3.1:  (a) A 4×4 crossbar device with polycrystalline film with grains and GBs

distributed between the electrodes; (b) a schematic diagram of the experimental setup,

where the switching behavior of the grains and grain boundaries are measured using an

STM, with the tip as one of the electrodes. The green and yellow spheres represent ZnO

molecules and the oxygen vacancies respectively. (c) Different possibilities of electrodes

of same area to comprise grains and GBs; (i) is a device with two grains and one doublet

GB, (ii) comprise only one grain (iii) with 3 grains 3 doublet GBs and one triplet GB

and contains three grains (iv) comprises 5 grains, 7 doublet GBs and 3 triplet GBs. 

In this  chapter,  we show the  contribution  of  individual  grains  and GBs in the switching

characteristics  of  memory  devices  and  how  they  eventually  influence  their  reliability

statistics. A few instances are demonstrated in figure 3.1(c), where a polycrystalline film is

embedded between the crossbar electrodes, which may cover grains and GBs randomly. The

following schematics  illustrate  the way an STM tip was employed to individually access

different  GBs  and  Grains  on  the  ZnO  surface.  In  the  figure,  the  green  blobs  represent

individual grain with oxygen vacancies (yellow spheres) populated GBs at their conjunctions.
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Figure 3.2. (a) A schematic representation of an STM tip (orange cone) scanning (a) a

triplet GB, (b) a doublet GB and (c) a grain (G).

The  resistive  switching  properties  of  ZnO polycrystalline  thin  films  deposited  on

fluorine-doped tin oxide (FTO) substrate was studied using an STM tip as the top electrode,

as schematically shown in figure 3.1(b). Further, by creating gold electrodes of different sizes

on the ZnO films, the collective effect of the grains and GBs as an experimental validation of

the real case scenario was investigated. The reliability of the devices was quantified using

breakdown statistics  plotted as  Weibull  distributions19 of  the Set  voltages  of the devices.

Remarkably, the extrapolation of the Weibull shape function tends to zero as the electrode

area scales below 5 nm2, presaging severe reliability issues at these device dimensions.

3.3 Experiment

ZnO thin films were deposited using physical vapor deposition of ZnO onto cleaned

FTO  glass  plates,  at  a  deposition  rate  of  0.1nm/s.  The  thickness  of  ZnO film  used  for

measurements in this work was 15 nm. The samples were annealed in air at 400 °C for 3 h to

ensure maximum oxidation of the sample. Gold electrodes also were thermally evaporated,

followed  by  rapid  annealing  at  500  °C  and  rapid  cooling  in  vacuum.  The  imaging  and

electrical characterization of the ZnO films were done using a “NanoRev STM” from Quazar

Technology Ltd,  and the photoluminescence (PL) measurements  were carried out using a

Horiba Scientific Fluoro Max −4 PL spectrometer.
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3.4 Results and Discussions

3.4.1 Current-Voltage characteristics

Figure 3.3(a) shows the STM image of the polycrystalline ZnO thin film, measured at

a bias voltage of −1.5 V, applied across the ZnO thin film and Pt/Ir tip. The tunneling current

was set at 500 pA. ZnO grains and GBs can be clearly identified in the figure. The GBs

between two grains (doublet GBs) and three grains (triplet GBs) are visible in figure 3.3(a).

Figure 3.3:  (a) STM image of ZnO film showing grains and grain boundaries. Grain

boundaries appear brighter than the grains, showing that GBs are more conducting

than the grains. This is proved in (b), which shows the tunneling current as a function of

the tip-sample bias. Triplet GB's are much more conducting than doublet GB's and

grains. (c) The current-voltage hysteresis on a grain (marked 1 in the image) obtained

by a voltage sweep -9V to +9V and back to -9V. The SET voltage appears around 8V.

(d) The current-voltage characteristics of a triplet grain boundary (marked as 2 in the

image), where no explicit switching is observed, rather, appears to be more conducting.
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The brightness of the images is proportional to the tunnel current, which suggests that GBs

and the area around them are more conducting with respect to the grains. Figure 3.3(b) shows

three tunneling current—bias voltage (I-V) characteristics, taken on a single grain, doublet

GB, and triplet GB. The resistance of the grain is about 300 GΩ, whereas the resistance of the

doublet  and  triplet  GBs  are  around  5  GΩ and  300  MΩ,  respectively,  showing  that  the

electronic conduction along the GBs is considerably larger than that through the grains. For

grains and doublet GB's a sudden increase in the tunneling current is observed due to the

memristive switching in ZnO. Interestingly,  GBs do not show current hysteresis,  as their

conductance  is  significantly  higher  than  the  grains.  To  measure  the  hysteresis  shown in

figures 3.3(c) and (d), a voltage sweep from −9 to +9 V and back to −9 V was applied across

the ZnO film and the tip. As shown in figure 3.3(c), the FTO/ZnO/tunnel gap/Pt device is in

it’s OFF or HRS initially, which switches to the ON or LRS. This transition voltage is taken

as the Set voltage of the device. Similar resistive switching events in STM have been reported

earlier in metal oxides and sulphides20, where the switching from HRS to LRS occurs due to

the aggregation of metal ions beneath the tip, mediated by the large electric field in the tunnel

gap. When these accumulated metal ions form a bridge that short-circuits the tip and sample,

they turn into the LRS state. In those experiments, the STM images after switching revealed

bright spots corresponding to the accumulated metal ions, while mild or no bright areas could

be spotted for ion-driven switching. The absence of such bright spots in the scan images of

ZnO  after  switching  indicates  that  the  switching,  in  this  case,  is  driven  by  oxygen

vacancies21,22 and toggling of the valence states of oxygen from O− to O2- 23.

To 

Figure 3.4.  (a) Log-log plot of the current-voltage characteristics of the grain, doublet

and triplet GBs, and (b) the set voltage at measured on grain doublet and triplet grain

boundaries. 
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understand the charge-transport mechanisms through grains and GBs a log (I)−log (V) plot of

the current-voltage characteristics of grain, doublet GB, and triplet GB was plotted as shown

in figure 3.4(a). From the slope of the log (I)−log (V) plot, the power law with which the

current  varies  with voltage can be estimated.  Before the Set process,  grains exhibit  a  V2

dependence of current, meaning that the OFF current is dominated by space-charge limited

conduction  (SCLC),  which  is  normally  attributed  to  the  charge  injection  through oxygen

vacancies(Wang et al.  2017; K. Park and Lee, 2016). Interestingly,  the doublet GB has a

power of 3.2, indicating that the SCLC conduction is assisted by trap ionization and Poole–

Frenkel  charge  transport,  whereas  the  triplet  GBs  are  more  conducting,  with  an  SCLC

dominated by Ohmic conduction. Therefore, as figure 3.4(b) shows, the triplet GBs exhibit

switching  at  much  lower  voltages  compared  to  doublet  GBs  or  grains.  Apparently,  this

enhanced conduction through the GBs is due to the abundance of dangling bonds and oxygen

vacancies present in ZnO26,27. The density of vacancies is much higher along the triplet GBs

compared to the doublets. The role of oxygen vacancies in the resistive switching in ZnO has

been  known  for  decades;  the  formation  of  a  conductive  filament  of  oxygen  vacancies

connected to each other along the electric field lines induces the set process28.

3.4.2 Quantum Conductance

An additional proof for the hopping of electrons through spatially isolated oxygen vacancies

or defects is the signature of quantum conductance with integer multiples of the conductance

quantum G0=2e2/h, where e is the electronic charge and h is the Planck’s constant29. Figures

3.5(a), (b), and (c) show the quantization observed in conduction through the triplet GBs,

doublet GBs, and grains. It’s worth noting that the conduction does not occur through a single

Figure  3.5.  The  Quantum conductance  phenomenon has  been  recorded  along  (a)  a

triplet grain boundary, (b) doublet grain boundary, and (c) a grain. The higher integer

values associated with the G0 in the first two installments clearly suggest the abundance

of defects along the boundary periphery. 
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defect ridden channel (which is highly unlikely), rather through a multiple channelled one;

which can be explained by the famous Landuer formula, G(μ)=G0 ∑
n

T n(μ) , where G() is

the combined conductance, Tn is the transmission eigen value. 

Except  in  very  rare  instances,  quantum  conductance  was  not  observed  in  conductance

through grains (figure 3.5 (c)). The large-integer conductance quantum shows that the process

is similar to a collective Coulomb blockade phenomenon through GBs whereas the transport

through  grains  shows  smaller  multiples  of  G0 due  to  high  OFF  resistance  or  low  OFF

conductance of the grains.

3.4.3 G-GB-G Band Diagram

The influence of GBs and their higher conductivity in the switching behavior of ZnO thin

films have been previously reported by measuring the conductivity of ZnO thin film and GB

enriched  nanorod  films.  The  latter  was  found  to  exhibit  higher  conductivity  due  to  the

abundance  of  oxygen  vacancies  at  the  interfaces,  confirmed  from  the  PL  emission

spectroscopy measurements (characterized by the green emission). We employed the same

scenario  to  confirm  the  presence  of  oxygen  vacancies  in  our  samples,  also  using  PL

measurement (see figure 3.6 (a)) and LDOS (figure 3.6 (b)) measurement.

Figure 3.6. (a) The PL analysis of ZnO thin film shows the presence of oxygen vacancies

in  form  of  green  emission  and  the  semiconductor  bandgap  calculated  from  LDOS

spectroscopy performed on a ZnO thin film by an STM.

For a better  picture  of the role  of  oxygen vacancies  in  the conduction  through GBs,  we

measured the local work function of grains and GBs individually and reconstructed the band

diagram using the tunnel current (I) versus tip-sample distance (z) spectra of individual grains
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and GBs. To measure this, first, a doublet GB was located that measured the I-Z spectra at

that GB. Subsequently, the I-Z spectra were recorded as a function of the distance from GBs

to inner grains. The I-Z spectra generally show typical exponentially decaying characteristics

due to the exponential dependence of tunnel current on the tunnel width. The slope of the I-Z

spectrum is related to the work function of the substrate through the expression30.

I=I 0exp(−2√2mφ /h2d )           (3.1)

φ=
h2

8m∗π 2 [
d ln ( I z )

dz ]
2

          (3.2)

The work function Φ is related to the work function of the sample (Φs), tip (Φt ), and applied

bias through the relation  Φ=(Φs-eV+Φt)/2, where Φs is the surface work function, V is the

applied tip-sample bias voltage, and Φt is the tip work function. Figure 3.7(a) shows the I-z

plots  of  grain,  doublet  GBs,  and  triplet  GBs.  Evidently,  the  slope  at  the  GBs  is  lower

compared to the grains. This shows that the work functions of the GBs are lower compared to

the grains. Figure 3.7(b) shows the work function measured as a function of the distance from

the selected doublet GBs. A clear dip in the work function is observed at the GBs indicating a

different local electronic structure in their vicinities. A reduction of the work function shows

that  the  Fermi  level  has  been  shifted  upwards,  indicating  the  accumulation  of  electrons

around  the  GBs.  Electron  accumulation  around  the  GBs  would  naturally  be  due  to  the

positively  charged  oxygen  vacancies  distributed  along  the  GBs.  This  possibility  was

investigated further by exciting the sample optically. While I-Z spectroscopy was done, the

tunnel junction was illuminated with lasers of two different wavelengths, 532 nm (2.33 eV)

and 650 nm (1.9 eV). The wavelengths of the laser were chosen such that the red laser (1.9

eV) would not excite the oxygen vacancies while the green laser (2.33 eV) would excite

them. The measured work functions in the vicinities of doublet GB’s under illumination, with

reference to the work function in the dark, are shown together in figure 3.7(c). The work

function  measured  under  the  illumination  of  the  red  laser  does  not  have  a  significant

influence  compared to the work function measured in the dark,  but  there is  a  systematic

reduction in the work function under green laser illumination compared to the work function

measured in the dark. This is an indication that the reduction of work function at the GBs is

due to  oxygen vacancies  (VO),  which is  the most dominant  emission in  the fluorescence

spectrum of ZnO. VO holds a positive charge in its both valence (O+ and O2+) states. This

attracts the electrons in the vicinities towards the GBs and forms a negatively charged region.
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At thermal equilibrium, the Fermi level is equalized due to the migration of charges, and the

conduction bands at the GBs bend downwards due to the net increase in the potential energy

of the GBs. The measured band-bending at the GBs is nearly 2.5 eV, well below the Fermi

level of the n-type ZnO. This means that the GBs are mostly degenerate because the Fermi

level  at  the  GBs  crosses  the  conduction  band  locally.  This  explains  the  high  electrical

conductivity along the GBs, as shown in figure 3.3(d). Several metal oxides, including ZnO,

have been studied in the past; these studies concluded that the higher density of the oxygen

vacancies at GBs and their periphery are responsible for their high conductivity 31–33.

Figure 3.7. (a) I-z spectrum of ZnO taken on grain, doublet GB, and triplet GB, from

which the work-function was estimated. (b) Work-function estimated as a function of

the distance from doublet  grain boundaries,  measured for several  grain boundaries.

Distance 0 nm represents the position of the doublet grain boundary. The yellow band

shown  is  only  a  guide  to  the  eye.  (c) The  work-function  of  ZnO  close  to  a  grain

boundary (located at distance 0), measured in dark and under illumination with 532 nm

(2.33 eV) and 650 nm (1.9 eV) laser at the tunnel junction. The dotted lines are the

average of data points. (d) An approximate band diagram of ZnO at the close vicinity of

a grain boundary, indicating the valence band (VB), conduction band (CB), and Fermi

level (EF), reconstructed with the work-function data in (b). 
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The influence of oxygen vacancies will be governed by the average bond length as well as the

electrostatic potential of the charged vacancies, and they will have a span of 5 Å on either

side of the GB. However, from figures 3.7(b) and (c), we see that the bandbending can be

extended to the order of 5 nm.

3.4.4 Influence of electrode size

In order to verify the influence of GBs in a more realistic scenario, we simulated the

experimental condition using the STM tip on nano-scale electrodes created on polycrystalline

ZnO thin films. In order to create sub-20 nm electrodes on ZnO, 10 nm thick gold film was

thermally evaporated onto the ZnO thin film followed by annealing at 500 °C. The gold film

was agglomerated into isolated clusters as shown in figure 3.8.

Figure  3.8.  An  STM  image  of  the  gold  clusters  deposited  on  the  ZnO  film.  The

brownish-golden color represents the gold top electrodes whereas the green portions are

assigned to the ZnO film. 

We recorded the bandgap of such gold droplets on the oxide thin film to ensure it is

Figure 3.9.  (a)  The LDOS measurement on the suspected gold electrodes  shows the

absence of bandgap, thus confirming a metallic presence and (b) I-V characteristics of

an Au/ZnO/FTO device clearly showing clear set and reset processes.
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highly conducting and indeed do not  have a bandgap (see figure 3.9(a)).  To confirm the

resistive switching capability  of such a device configuration,  a thicker  layer  of ZnO was

deposited on FTO and gold electrodes were thermally evaporated on them. The resistive 

switching characteristics  is  illustrated  in  figure  3.9(b).  The gold  clusters  and ZnO grains

could be easily identified from the contrast difference in STM images, which was further

verified by measuring the local density of states at various locations. Using these gold islands

as top electrodes, the switching was measured on device areas ranging from 35 to 800 nm2.

Figure 3.10(b) shows the area dependence of the mean set voltage measured for various gold

islands on ZnO. The set voltage drops exponentially with area, but more importantly,  the

error bars that indicate the randomness of the set process increase with reducing area.

Figure 3.10. (a) A pictorial depiction of how a small gold electrode can randomly sit on

a single grain (A), multiple grains (C), single boundary (D) or multiple boundaries, and

the set voltage distribution as a function of different gold electrodes.

The  random  sizes  of  the  grains,  GBs,  and  electrodes  lead  to  an  unpredictable

arrangement  of  electrode  to  G  and  electrode  to  GB  ratio.  Such  randomness  has  been

pictorially addressed in figure 3.10(a). The number of Gs and GBs accessed by an individual

electrode are completely different in figure 3.10(a); this kind of scenario leads to different

HRS conductivity through a particular device. Distribution of set voltages for different sizes

of electrodes has been presented in figure 3.10(b); the higher spread at lower size indicates a

plummeting of reliability before miniaturization in such technology. 

Although this will not be the exact scenario in real crossbar systems, i.e. grains and

GBs  are  unlikely  to  participate  individually  in  the  switching  process,  they  will  have  a

collective  effect  since  the  grains  and  GBs  are  randomly  distributed  throughout  the

architecture. Measuring set voltages of a large set of devices with different areas, the Weibull
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distribution  of  every  area  was  plotted.  From  these  plots,  the  Weibull  slopes  (shape

parameters) for individual device areas were estimated.  Figure 3.11(b) shows the Weibull

slopes measured as a function of the device area. Here, the overall reliability of the devices is

found to reduce linearly due to the effect of GBs.

Figure  3.11. (a) is  the  dependence  of  the  Set  voltage  on  the  electrode  area.  An

exponential reduction in the set voltage is observed with increasing area. (b) the Weibull

slopes of Set voltages of these FTO/ZnO/Au ‘devices’ plotted as a function of area, a

linear  extrapolation  shows  that  the  performance  of  the  device  will  be  completely

random (=0) when the area of the device shrinks to 3.7 nm2; (c) the off-state resistance

of the devices as a function of the Au electrode area. The dotted line is a fit using Eq.

(3.4).

The exponential-like reduction in set voltage with increasing area shown in figure

3.10(b) illustrates the contribution of GBs in effective switching voltage. The number of GBs

increases with increasing electrode area. Therefore, the average set process is dominated by

more conducting GBs. The net effect is a lower Set voltage with less randomness. In smaller

electrode areas, the grains and GBs dictate the Set voltage individually, thereby elevating the

randomness  in  the  set  process  shown  as  the  large  standard  deviation  of  the  data.  The

exponential decrease of the Set voltage can be understood from a simple parallel resistance

model comprising the resistances of the grains and GBs. Let us assume that the OFF-state

resistances of the grains and GB’s are RG’s and RGB’s, respectively. Assuming n number of

GBs and m number of grains underneath the electrode, the effective resistance can be given

as
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1
Reff

=
m
RG

+
n
RGB           (3.3)

Reff=
RG RGB

nRG+mRGB           (3.4)

 Plotting log (Reff) as a function of electrode area (in nm2) would give a harmonic

decaying nature, as demonstrated in figure 3.11(c). Even though the lowest electrode area is

influenced  by  only  a  single  grain  (since  its  resistance  value  matches  with  the  average

resistance of grains), the resistances of the larger area electrodes are found to be a cumulative

effect of both grains and GBs.

3.5 Conclusion

Simulating a close to-real scenario of a nano-scale FTO/ ZnO/Au ReRAM device

made of polycrystalline ZnO thin films was probed using an STM tip; in this configuration,

we have studied the consequences of downscaling the electrode area in ReRAM devices. We

measured the resistive switching characteristics of polycrystalline ZnO and observed that the

distribution  of  crystalline  anomalies  of  the  films  influences  the  switching  characteristics

drastically.  The GBs are much more conductive than the grains due to the abundance of

oxygen vacancies. To examine this phenomenon, the work function of the grains and GBs

were measured by measuring the tunneling current as a function of the tunnel gap or the I-Z

spectroscopy. The band-bending at the GBs could be clearly mapped, which indicates that the

highly  conducting  GBs  behave  like  a  degenerate  semiconductor.  After  depositing  gold

nanoclusters onto ZnO, the off-state resistance and the set voltages of nano-scale ReRAM

devices  was measured as  a  function  of  the  electrode  area.  The linear  dependence  of  the

Weibull slope on the device area shows that when the electrode area approaches <10 nm2, the

system  introduces  extreme  randomness  in  the  switching  behavior.  This  large  resistance

distribution at smaller surface areas is related to the possibility of whether the electrode is on

top of grain or various types of grain boundaries. In an actual crossbar, ReRAM architecture

with the dimension of each device smaller than 100 nm2, a very similar situation may occur if

polycrystalline films of switching materials are employed.  That is, if a grain boundary comes

between the electrodes,  the set  voltage of that device will  be small  or the device will  be

always  in  the  ON state.  A possible  solution  to  tackle  this  problem is  to  use  amorphous

materials as switching media, where grain boundaries can be avoided.
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Chapter 4

Role of the interface state charges in resistive switching

4.1 Introduction

In the first chapter, we have learned the basic structure of a resistive RAM1, how it

toggles between two resistive states (namely, HRS and LRS) and their on-chip arrangement

in  crossbar  architecture.  Previous  works  have  described  the  crossbar  architecture  as  the

switching layer and the selector device being embedded between two sets of orthogonally

running metal electrodes. However, our current device technology is majorly based on the

silicon substrate,  also the power and logic circuitry  is  silicon-based CMOS architectures.

Following this argument we reckoned developing silicon-based resistive switches should be

an immediate technological priority. Although a handful number of works on MOS based

ReRAMs have been reported there is little to no work published which focused upon the

nature of silicon-oxide junction and how they can affect the mechanism of switching.

 To develop a ReRAM based technique that can be integrated with the current silicon-based

CMOS technology, a thorough investigation of the breakdown mechanism of the switching

media on silicon substrates is mandatory. Among several factors influencing the switching

mechanisms  of  the  switching  (dielectric)  media,  the  interface  states  created  by  the

imperfections  of  silicon-dielectric  interface  has  been  studied  very  little,  despite  its  gross

influence  on  the  operational  parameters  of  resistive  memory  devices.  Generally,  this

interfacial  region is significantly populated with electrically activated defects and traps of

various densities of states and resonance time scales. These traps have certain energy levels

that  resonate  at  certain  frequency  bands  (around  few kHz)  and  contribute  to  the  device

parameters  as  generation  and  recombination  sites  in  the  device.  Such  defects  eventually

influence the off-state current, breakdown of the dielectrics, transconductance,  etc. In this

chapter, we show that interface trap charges play a vital role in determining the breakdown or

SET process of ReRAM devices. For this, ReRAM devices were fabricated on Si <111> and

Si <100> surfaces, and the dielectric breakdown behavior together with interface trap density

measurements were scrutinized carefully.

The following four sections will gradually unfold this work, starting with providing

some basic  theoretical  backgrounds,  then  the  experimental  and  measurement  procedures,
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finally,  an elaborate  analysis  of the capacitance  and conductance  measurements  and their

interpretation and conclusion from the results.

4.2 Literature Survey

The  nature  of  silicon  <100>  and  <111>  to  oxide  interface has  been  extensively

studied earlier2–4. The silicon atoms are bonded with four other silicon atoms in a tetrahedral

configuration in bulk silicon. When oxides are deposited or grown on the silicon surface, the

majority of the silicon atoms bond with the available oxygen atoms, the rest is passivated

with hydrogen atoms. However, a very small number of atoms fail to form a bond (in some

cases they form dangling bonds) with either of them and remain unbonded, giving rise to

several unsaturated bonds in such junctions. These broken and dangling bonds on the silicon

surface  spawn the  interfacial  defects/charges/traps,  which  remain  embedded  between  the

semiconductor and the dielectric layer. Since <111> surface has a larger atomic density than

<100> surface, it is expected to exhibit larger defect density. Moreover,  in <111>-oriented

silicon, the unsaturated silicon bond is situated at the Si-oxide interface with its unbonded

central atomic orbital normal to the interface and in <100>-oriented Si, the four tetrahedral

Si-Si directions intersect the interface plane at the same angle, thus forming a weaker trap

infested interface than <111>4. The following sections of this paper will take these facts into

account and will attempt to quantify these defects and consequently will attempt to unveil

their role in promoting the conductive bridge formation between the electrodes in resistive

random access memory (ReRAM) devices. Let us take a look into the following diagram; this

should elucidate the higher concentration of interface trap density (Dit) in <111> surface.

Figure 4.1 The surface defect scenario of (a) silicon <111> and (b) silicon <100> surface

(courtesy Schoder).  Please refer to the reference for detailed knowhow of the defect

orientations and nomenclature.

The effect  of  the  trap charge concentration  can  influence  the  flatband  voltage  (Vfb)  of  a

certain MOS device. The mathematical relation can be depicted as follows.
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Where Qit represents the interface trap charges5. Since our aim is to inspect the nature of

breakdown as a function of the interface trap charges, it is more than necessary to quantify

these charges, as precisely as possible. In the next sections, we would be introducing some

methods  which  are  popularly  practiced  by  scientists  and  engineers  for  such  trap

investigations.

1 Low frequency versus High frequency capacitance

2 Peak conductance method

3 Conductance versus Frequency method

Low frequency versus High frequency capacitance

By comparing the difference in capacitance in the depletion or inversion region of a

particular MOS device4,6 one can easily calculate the traps’ concentration from the following

formula.

Dit=
Cox

q2 (
C lf

Cox

1−
C lf

Cox

−

Chf

Cox

1−
C hf

C ox

)           (4.2)

Where  q is the single-electron charge in Coulomb and  Clf,  Chf and  Cox are low-frequency

capacitance7,  high-frequency  capacitance,  and  oxide  capacitance  respectively.  For  further

coherence please refer to figure 4.2(a).

Peak conductance method

Another method to compute the Dit is from the conductance (G) plot as a function of

voltage4,8. When voltage is swept across a MOS capacitor at a certain frequency, the trapping

and detrapping from the interface defects reaches its peak in the flatband voltage and results

in a sudden increase in conductance near Vfb. From the peak value of conductance, the Dit can

be calculated from equation 4.3. 

51



  Dit=

Gmax

ω

[( Gmax

ω.Cox )
2

+(1−
Cmax

Cox
)
2

]
.
2
q . A

[cm−2 eV−1 ]             (4.3)

Figure 4.2(b) illustrates the capacitance vs. Voltage (C-V) and conductance vs. voltage (G-V)

behavior for a low frequency measurement.

Conductance versus Frequency method

This is the most accepted and accurate scheme to quantify the trap density is from the

conductance vs. frequency graph. Dit can be easily computed from the conductance/angular

frequency maxima of the peak taking into account and incorporating it in the next equation.

 Dit ≈
2.5
q (Gω )

max
           (4.4)

Please note that in equation 4.4 Dit is directly proportional to the G/ω value4,5; following that

argument in figure 4.2(c) we have shown two different G/ω-f plots and pointed out the higher

and lower trap density scenario.

Figure 4.2 (a) The difference in the Chf and Clf can be accounted to calculate the Dit of a

MOS device, (b) the conductance peak in a G-V sweep near the flatband region and (c)

G/ω-f plot showing the G/ω peak at the resonant frequency.

Further explanations of these methods are attempted in the “Results and Discussion” section

and their respective advantages and disadvantages shall follow those discussions.

4.3 Sample preparation

The ReRAM devices were fabricated as follows. P-type silicon substrates oriented

along <100> and <111> were chosen as substrates and bottom electrodes. The native oxide

was removed by a brief HF treatment, followed by a thorough cleaning. 20 nm thick Al2O3
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was deposited  on  these  wafers  using  thermal  atomic  layer  deposition  (ALD,  Hind High

Vacuum Ltd.),  using  trimethyl  alumininum (TMA-  99.999% purity,  Sigma Aldrich)  and

water as the precursors. The deposition temperature was 200oC. TMA pulse time was 200 ms,

followed by nitrogen purge for 20 seconds. Then water pulsing of 200 ms duration was done

followed  by  20  seconds  nitrogen  purging.  The  growth  rate  of  Al2O3
 was  1.1Å/cycle.

Employing a spectroscopic ellipsometer, we measured the density profiles of the layers and

ensured  that  the  densities  and  refractive  indices  of  Al2O3 deposited  on  both  substrate

orientations were the same. Gold electrodes were deposited on top of Al2O3 films as top

electrodes using a shadow mask of 0.33mm2 opening. The electrical characterizations were

performed using Agilent B1500A parametric analyzer connected to a Cascade probe station.

4.4 Results and Discussions

The following figure shows the multiple switching cycles of the fabricated devices for

5nm thick oxide. Please note that in the reset polarity the device acts as a forward biased

diode (the bottom electrode being p-type); therefore, accompanied by a substantial amount of

off/leakage current; hence the lack in clarity of the reset process.

Figure 4.3 (a) and (c) are 10 consecutive switching cycles of 5nm oxides for <100> and

<111> substrates, respectively. (b) and (c)  are the butterfly plots of the same. The reset

behavior is not observed since the devices were fabricated on p-type silicon substrates,

which produce a high off-current during the reset event because the device resembles a

forward biased diode.
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To investigate the set and reset characteristics of the devices on Si<111> and Si<100>

orientations, linear voltage sweeps were applied across several devices and their breakdown

voltage was monitored. Figure 4.4(a) and (b) show the breakdown process of the devices and

their statistical distributions. The large breakdown voltages for 20 nm Al2O3 is due to the

depletion  in  the  silicon  substrate,  which  acts  as  an  additional  resistance  in  series  to  the

memristor. 

4.4.1 Breakdown and C-V characteristics 

Figure 4.4 (a) Breakdown voltages of 20 nm Al2O3 on <100> (black) and <111> (red)

silicon,  lower  breakdown  in  <111>  sample  suggests  the  role  of  interface  traps  in

switching and (b) statistical distribution of the Set voltages of these devices.

It is clear that even with the same dielectric deposited in identical conditions, <111> shows a

noticeably lower breakdown voltage than <100>. Since the Al2O3 layer and the top electrodes

(gold)  are the same, this  difference in set  voltage  indicates  the influence of the Si-Al2O3

interface. For further inspection, capacitance-voltage (C-V) measurements at low and high

frequencies  were done on the  samples  before  and after  breakdown (Set  process).  Figure

4.5(a) shows the low frequency (10 kHz) C-V for <100> and <111> devices and a significant

difference in the characteristics is evident. Devices fabricated on <111> orientation show the

behavior  of  a  heavily  leaky  capacitor  in  the  inversion  region  (positive  bias)  with  a

characteristic bump, which is not seen in devices on <100> orientation. Since inversion at

low frequency is mostly influenced by interface and border defects, the overshooting of the

capacitance can be attributed to the leakage due to interface traps. It is well known that a

higher interface defect ridden MOS device tends to show the high frequency C-V with a very

low slope.  The interface  defect  charges  give  rise  to  interface  capacitance  (Cit),  which  is

superimposed to the measured capacitance and the resultant is a depletion capacitance with a
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larger spread4; the <111> high frequency C-V spans through the voltage axis much more than

its  counter  device  as  shown in  figure  4.5(b), thus  inferring  a  higher  population  of  such

defects.

Figure  4.5  (a)  Low Frequency C-V measurement  of  <111> (red)  and <100> (black)

samples; a higher inversion suggests the presence of interface traps in <111> (b) the

broader  high  frequency  C-V  showing  the  presence  of  interface  defects  in  <111>

samples,  (c)  and  (d)  showing  the  shot  up  nature  of  capacitance  after  controlled

breakdown for <100> and <111> samples respectively, due to the increase in trap state

density. 

The concentration of interface charges at the oxide-silicon interface can be quantified from

the difference between the low frequency capacitance (Clf) and high frequency capacitance

(Chf).  Figure 4.5(c) and 4.5(d) are comparative visualizations of LF and HF capacitance for

<100> and <111> samples at virgin and post breakdown conditions. An average difference in

the inversion capacitance of 50±17 fF and 600±121 fF between  Clf and  Chf for <100> and

<111> respectively was observed and is a clear indication of higher trap density in the latter

case.  After  the breakdown, the devices  suffer from an increase of trap states  and can be

visually verified from the increase in Clf and Chf difference as well; the formula represented as

equation 4.2 depicts the quantification of trap charge density (Dit) as a function of LF and HF

55



capacitance. Where Cox is the oxide capacitance,  Clf and Chf are the LF capacitance and HF

capacitance and q is the electron charge.

4.4.2 Dit and τit estimation

Further, we investigated the trap charge density for <100> and <111> samples at their

virgin states and at different levels of controlled break downs to study the evolution of post

break down trap density. Besides the  Clf and  Chf  comparison method to find  Dit,  given by

equation (4.2), there are alternative ways suggested in the literatures to quantify Dit. One of

the methods is to calculate it from the peak value of G in C-V measurement at a particular

frequency, given by equation 4.3.

However, these methods come with their inherent limitations; it does not necessarily

work in the resonant frequency of the traps, rather relies on the user-selected frequencies,

thus prone to yield erroneous results. The first method is good enough to quantify trap charge

density in the accumulation and depletion region but fails to efficiently estimate it at deep

depletion and inversion regions4. Therefore, estimation of  Dit from the conductance versus

frequency measurements seems to be more appropriate, though it is a tedious task to estimate

Dit due to different resonance times of traps at various energy levels5. However, this method

has been proved to be efficient throughout accumulation, depletion, and inversion region with

sensitivity in the order of 109 and lower4.

As explained earlier, the trapping and detrapping of charges by these interfacial traps

are  of  lossy  nature  and  this  loss  reaches  its  peak  at  the  resonant  frequency,  which  is

proportional  to  the  inverse  of  the  lifetime  of  the  carriers  in  respective  traps.  Hence,  we

measured the conductance across the dielectric under certain dc voltage with a superimposed

ac voltage (30mV of amplitude) with a linearly increasing frequency. Parallel conductance is

the maximum when the applied frequency matches the resonance frequency of the traps, thus,

exhibiting a maximum in the G/ω vs. frequency plot.  From the apex of the peak of G/ω vs.

frequency curve, the trap density can be estimated4,5,9 from the following formulae,

G
ω

=
qω τ itDit

1+(ωτ it )
2  (4.5(a))

By equating,
∂(Gω )
∂ (τω )

=0

we can determine the maximum value of G/ω is reached at 
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τ it=
1
ω

  and (4.5(b))

                                    Dit=
2G
qω

. (4.5(c))

However, this relation is valid for only single-level trap energy. In practice, silicon insulator

interface posses a band of traps or defects with varying energy levels, thus giving rise to a

continuum state of energy distribution represented by

G
ω

=
q Dit

2ω τ it
ln [1+(ω τ it )

2 ] (4.6(a))

Adopting  a  similar  approach  as  the  previous  equation,  G/ω  reaches  at  its  maximum

magnitude at,

τ it=
1.98
ω

 and (4.6(b))

Dit ≈
2.5
q (Gω )

max
                      (4.6(c))

The  conductance  of  memristors  fabricated  on  Si  <100>  and  <111>  were  measured  at

inversion voltage (2V in this case) as a function of frequency, ranging from 1khz to 1 Mhz

with a resolution of ~1 kHz. Once the resonance was recognized, we selected the specific

range of frequencies to achieve a better resolution.  Figure 4.6(a) shows the interface trap

resonances on both silicon orientations for the virgin devices, and figure 4.6(b) shows the

same for the devices after breakdown (Set process). The devices were undergone electrical

breakdown (Set)  process  systematically  by  controlling  the  compliance  currents  as  20nA,

40nA,  and  200nA.  Figure  4.6(b)  has  two  interesting  characteristics.  Firstly,  the  parallel

conductance shows a systematic increase when the breakdown process is controlled with a

compliance current,  and this  increase is proportional to the compliance current limit.  The

only effect of compliance current on memristive switching believed so far is that it restricts

the number of filaments forming during the Set process. Interestingly, we find that in addition

to  the  aforementioned  reason,  the  breakdown  process  significantly  increases  the  parallel

conductance as a function of compliance current, which is due to the detrimental increase of

interface states. The interface state densities (Dit) of <100> and <111> devices before and

after controlled breakdowns are plotted in Figure 4.6(c). The Dit of devices on Si <111> is at
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least one order of magnitude higher than that on Si <100> for every compliance current set

for the breakdown process.

Figure 4.6 (a) A comparative plot of conductance per unit frequency peaks of <100>

and <111> sample shows the presence of higher defect density in devices on Si <111>,

(b) an increasing defect density from G/ω peaks suggests the formation of more defect

traps as breakdown becomes stronger; the dotted curves correspond the <100> devices

whereas the continuous ones belong to <111> devices and (c)  the estimated continuum

defect density at virgin and post breakdown states of both samples (zero compliance

represents the pristine devices). 

Figure  4.7  shows  a  set  of  equivalent  circuits  of  the  MOS  capacitor.   The  lossy

processes  involving  trapping  and  detrapping  of  electrons  by  these  surface  defects  occur

across the Rit  in the circuit. Cit  is the capacitance associated with the interface traps which is

given by Cit=q2Dit and  the  traps’  lifetime  is  given by τit=Rit.Cit.  Figure  4.7(b)  is  a  much

simpler  version  with  the  oxide  capacitance  (Cox),  parallel  capacitance  (Cp),  and  the

conductance (Gp; equation 4.1).

Figure  4.7  (a)  Equivalent  circuit  of  a  MOS  capacitor  with  dissipation  across  Rit

(Resistance offered by interface defects) and the capacitance (Cit) offered by the same
traps; together they determine the lifetime (τit) of these defects and (b) the simplified
measured circuitry.
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Figure 4.7 shows a set of equivalent circuits of the MOS capacitor4,10.  The trapping

and detrapping of electrons by these surface defects are a very lossy process, this loss occurs

across the Rit  in the circuit. Cit  is the capacitance associated with the interface traps which is

given by Cit=q2Dit and the traps’ lifetime is  given by τit=Rit.Cit.    The next figure (figure

4.7(b)) is a much simpler version with the oxide capacitance (Cox), parallel capacitance (Cp),

and the  conductance  (Gp;  equation  4.6(a)).  Although,  from a data  accusation  perspective

figure  6(c)  is  much  practical  and  only  takes  Cm and  Gm  as  measured  capacitance  and

conductance of the whole circuit  into account.  The last installment  of figure 4.7(d) gives

better  insight  into  the  device's  physics  when  for  ultrathin/defect  dominated  dielectrics

tunneling  conductance  (Gt)  and  series  resistance  (rs)  contributes  significantly  in  the

measurement. 

The  second  characteristic  of  the  resonance  behavior  of  interface  states  after  the

breakdown, as shown in Figure 4.6(b) is that the width (say, full width at half-maximum or

FWHM) of the conductance spectra after breakdown has increased considerably. This shows

a  larger  spread  in  the  distribution  of  the  defect  states  after  the  breakdown  process,

presumably due to the multitudes of states newly generated by the Set process.  From the

FWHM of the conductance spectra, the lifetime or the time constant (τit) of the interface trap

charges  can  be  estimated.  To  estimate  the  trap-charge  time  constants  in  metal-oxide-

semiconductor (MOS) capacitors, the conductance method4,5  is well received. 

This method is a very reliable and direct approach in τit interpretation. Here we solve

from equations 4.5(a) and 4.6(a) and obtain the maximum of G/ω at specific values of τit  as

given in equations 4.5(b) and 4.6(b). Since the trap levels after the Set process are much more

Figure  4.8  (a)  lifetime  (τit)  measurement  shows  the  generation  of  more  species  of

interface defects post breakdown, (b) τit spread is calculated across the FWHM of the G/

ω peaks, and (c) the same plotted for both the devices before and after the breakdown. 
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spread over the bandgap of silicon, calculating lifetime at a specific frequency (ω at (G/ω)max)

will not be enough; therefore, we calculated the  τit  at  G/ω peak and its distribution at the

either ends of the FWHM of the peaks.  Figure 4.8(c) shows the τit estimated for Si <111>

and <100> devices in pre- and post breakdown conditions as a function of the compliance

current.  All  devices  appear  to  show  an  overall  increase  in  the  lifetime  values  after  the

breakdown. The increase in the residence time of the charges clearly indicates the increase in

the interface states as a function of compliance current. The larger lifetime of the interface

defects for <111> samples with respect to <100> devices can be attributed to the presence of

more trap charges at the Si<111>/Al2O3 interface.

4.4.3 Interface trap and thickness scaling

The  immediate  consequence  of  the  increased  interface  states  in  silicon  <111>

interface would be the increasing mirror charge at the other side of the Al2O3. The presence of

these  mirror  charges  has  two consequences;  first,  a  larger  band bending towards  the Au

electrodes,  and  secondly,  the  larger  Schottky  barrier  lowering  (reference),  which  is  the

conduction  band  offsets  between  Al2O3 and  silicon.  Both  these  reasons  cause  enhanced

charge  flow through the dielectric  layer,  eventually  promoting  the onset  of the dielectric

breakdown. 

Figure  4.9  (a)  Schematic  representation  of  the  band  diagram of  Au/Al2O3/Si  for  Si

<100> and Si <111> substrates.  The density of  interface  states in Si  <111> is  much

larger and spread over the bandgap of silicon, which increases the availability of more

electrons at the Si/Al2O3 interface for <111> orientation and (b) the estimated barrier

height as a function of the compliance current. The barrier height for Si <111> / Al2O3

falls rapidly with increasing compliance current indicates the Schottky barrier lowering

due to the interface traps.
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The  barrier  height  (conduction  band  offset)  between  Al2O3 and  silicon  can  be

estimated from the Mott-Schottky plot (1/C2 versus V) measurements11.
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Where V0 is the intercept  voltage from Mott-Schottky plot (V0=VD-kT/q),  ND also can be

calculated from the same plot. “c2” is the relation between experimental and theoretical ND

and finally, ΦCV is the computed effective barrier height.

Figure 4.9(a) is a schematic representation of the Au/Al2O3/Si band diagram for Si <100> and

<111> orientations.  Increased  interface  states  in  Si  <111> would  correspond to  a  larger

Schottky barrier lowering in Al2O3, due to the mirror charges accumulated. With the increase

of  trap  defects,  the  mirror  charges  also  increase  and eventually  leading  to  lower  barrier

height. Figure 4.9(b) shows the estimated barrier heights for <111> and <100> orientations. It

is  found  that,  remarkably,  there  is  a  drastic  reduction  in  the  barrier  height  for  <111>

compared to <100> surface, and has a strong dependence on the current compliance set for

the breakdown process. However, for <100> devices the low trap density hardly causes any

banding and therefore the barrier height remains comparatively unchanged.

Figure  4.10  (a)  Breakdown  voltages  of  <100>  (dotted)  and  <111>  (continuous)

distribution demonstrated the effect of interface defects in switching and (b) shows the

extreme effect of the same in ultrathin dielectrics.
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Now, having understood that the interface states have a strong influence on the Schottky

barrier  lowering,  its  influence  on  the  thickness  scaling  of  the  Set  process  has  been

investigated.  Employing atomic layer deposition, devices with varying dielectric thickness,

ranging from 4 nm to 20 nm (4nm, 5nm, 10nm, and 20 nm) on both <100> and <111> silicon

wafers  were  fabricated  with  gold  electrodes.  Figure  4.10(a)  shows  the  breakdown  (Set)

process of the Al2O3 films on both substrates as a function of the film thickness. 

The emergence of interface states has been further verified by analyzing the behavior

of pre-breakdown current as shown in figure 4.11, where, the devices on Si <111> shows a

much stronger space-charge limited current (SCLC) than on Si <100>. Due to the broader

distribution of interface charges as mentioned in Figure 4.6 and 4.8, Si <111> show a broader

SCLC current  region of  Child's  law (IV2)12,13 due  to  charged interface  states.  It  is  also

noticed that the onset of Fowler-Nordheim tunneling happens much earlier in devices on Si

<111>  than  in  Si<100>,  illustrating  the  influence  of  interfacial  traps  in  breakdown

mechanism. 

Figure 4.11 The earlier onset of SCLC behavior in <111> devices in (a) 5nm and (b)

20nm devices. 

The  breakdown  characteristics  shown  in  Figure  4.10(a)  depicts  that  the  Set  voltage  for

samples on Si <111> substrate is systematically lower than that of the samples on <100>

substrate.  The  density  of  interface  states  for  a  given  silicon  orientation  being  the  same,

reduction in the thickness would cause enhanced hot electron injection from the inversion

layer  in the silicon substrate  to the gold electrodes  through the Al2O3 layers.  Since more

interface  states  are  exposed  while  applying  gate  bias,  Si  <111>  demonstrates  an  earlier

breakdown than Si <100> devices.   
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4.5 Conclusion

We have fabricated MOS ReRAMs with atomic layer deposited Al2O3 of different

thickness  on  silicon  wafers  oriented  along  <100>  and  <111>  to  investigate  the  role  of

interface traps in dielectric breakdown voltage in general, which is directly employed as the

ReRAM Set voltage.  By Measuring the interface trap density of both sets of devices, we

found that the <111> samples are more prone to generate interface states under voltage stress

and thus tend to show a lower breakdown voltage. The controlled breakdown experiments

and  subsequent  Dit measurements  revealed  that  the  density  of  interface  states  gradually

increases with increasing compliance current,  which gives an additional  dimension to the

formation  process  of  ReRAM  devices.  It  shows  that  the  compliance  current  not  only

influences  the  conductive  filament  formation,  but  it  heavily  influences  the  interface  trap

density as well. This has been further verified by estimating the characteristic time constant

associated with the interface traps, which increases with increasing current compliance. This

also indicates the presence of deeper interface states generated when the compliance current

is larger. The spread of interface states after the Set process also appears to be larger for Si

<111> samples. Followed by this, the breakdown characteristics of devices on Si <100> and

<111> were measured as a function of the dielectric thickness. This was done to analyze the

influence of the interface states on the breakdown characteristics of the ReRAM devices.

Figure 4.12  The endurance study in <111> sample shows a gradual increment in the

current magnitude owing to the larger population of the interface defects.  Contrary to

that the <100> samples on state suffer a minor decrement in the current value before

settling to a constant value.

We find that the breakdown voltage is not linear with thickness; it drops more drastically as

the  thickness  becomes  less  than  5nm,  where  electron  tunneling  from the  interface  states
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becomes more and more prominent. This observation would be very important for the scaling

down of  ReRAM devices,  where  reversible  dielectric  breakdown processes  are  the  basic

working mechanism, and the devices are expected to have a cycling capacity over a million

times to be technologically feasible. Our observations indicate that the interface states can

cause gradual and severe damage to the reliability of the ReRAM when the electrodes or

dielectric materials are prone to have interface states.

Another consequence of the defect ridden interface can be observed in the endurance

plot (see figure 4.12). At HRS the <111> device is characterized with a slightly higher off-

current  than  its  counterpart.  Interestingly  in  the  on-state,  the  <100>  devices  tend  to  go

through an initial decay but eventually settle to a constant value, while the <111> samples'

on-state seems to suffer a gradual increase in the current value; which can be attributed to a

larger build-up of interface defects along the silicon-oxide junction.
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Chapter 5

Evidence of mobile ions in ReRAM devices

5.1 Introduction

Resistive switches1,2 have been the focus of attention of various research groups around the

globe  for  almost  a  decade.  However,  the  nature  of  the  switching  mechanism  is  yet  a

controversial subject. The three widely accepted theories of switching (Set) process are 

1 Metal ion migration across the electrodes3,

2 Defect/vacancy based breakdown2 and

3 Interface mediated switching4.

These phenomena are discussed below in detail.

Metal ion migration

When a positive bias is applied on the top electrode (a metal, potentially with low

electron affinity), metal atoms lose electrons from their valance band and become positively

charged  metal  ions.  With  a  positive  potential  on  the  top  electrode  (TE)  and  a  negative

potential on the bottom electrode (BE) the positively charged metal ions migrate towards the

BE, where it accepts electron/s to neutralize itself to a metal atom. This process continues

until a continuous metallic path forms between the two electrodes; thus completing the set

process in a ReRAM. Upon applying an opposite electric field the metal ions from the BE

periphery start moving towards the TE and when the metallic filament retreats far enough to

leave with little to no conduction through the switching layer the device resets.

Defect/vacancy based switching

Ionizing  noble metals  like  gold or platinum is  difficult  due to their  high electron

affinity. For these systems, a high electric filed creates more defects (say oxygen vacancies in

an oxide) and its negative counterpart,  like the oxygen ions. With the course of time, the

negative  ions  migrate  towards  the  anode,  leaving  behind  a  trail  of  positively  charged

vacancies. Once the process is completed, the electrons hop across these sites to reach the

anode  from the  cathode,  thus  setting  the  device  on.  When  we apply  a  reverse  field  the

opposite migration takes place leading to the switching off of the device. 

Interface mediated switching

Electrode-dielectric  interfaces  often  contribute  majorly  in  deciding  the  switching

process in a resistive memory device. The top electrode-oxide interfaces are widely known to
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act as an oxygen ion storage site, which facilitates switching. Although the bottom electrode

and switching layer interface is comparatively less addressed in the role of switching, we

have found some correlations between them as addressed in chapter 3.

 As we have done a thorough analysis of the role of the silicon-oxide interface in resistive

switching and its aftermath in vertical scaling, in this chapter we make an attempt to settle the

metal  ion versus vacancy switching battle  in MOS resistive memories.  Like the previous

chapter, we would mainly focus on the capacitance-voltage (C-V) measurements of our MOS

devices for this inspection. Gold (Au) based and Silver (Ag) based top electrode (TE) MOS

devices were fabricated with ALD deposited Al2O3 as the switching medium for this study.

With Ag ion diffusion we should be able to observe an increase in mobile ions in the system

with respect to the Au based devices; the latter being known not to diffuse in the system,

rather the switching takes place because of the oxygen ion (Vi) and oxygen vacancy (Vo)

generation in the oxide.

5.2 Literature survey

 The three inspection schemes, which could detect the presence of possible mobile ions in the

switching medium or at the least lead us in the right direction, are discussed in this section. 

5.2.1 Oxide charges

Different  charges  can  be  trapped  inside  the  oxide7,8 of  a  capacitor.  Due  to  the

defects/traps  present  in  the oxide or  being injected  through the gate  or  channel  can also

modify the charge content of the dielectric. These are known as oxide charges. The effect of

these FO traps is directly reflected in the hysteresis of the C-V measurement.  The charge

injection can be very much dependent on the barrier lowering of the oxide heavily, which is

why these effects can be more pronounced in the thinner oxides.

The expression for the flatband voltage in a MOS structure is given by

V fb=ΦMS−
Qf

Cox
−
Qit (Φs)

Cox
−
1
Cox

∫
0

tox
x
tox
ρm(x )dx−

1
Cox

∫
0

tox
x
t ox
ρot(x )dx           (5.1)

Where ρot is the oxide trap area density. While measuring the high frequency capacitance

versus voltage (C-V) data by sweeping the voltage from positive to negative and vice-versa,

fixed oxide traps can lead to a shift in the C-V measurement resulting in a hysteresis. Often

the  hysteresis  is  measured  in  the  form  of  the  charge  (Qot)  as  a  product  of  the  oxide

capacitance (Cox) and the change in flatband voltage (ΔVfb)8,9.
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Qot=−∆V fbCox          (5.2)

Figure 5.1: Hysteresis arising in C-V plot due to the presence of oxide defects.

With the inclusion of metal ions in the oxide, trap ecology may get modified and the change

in hysteresis might follow as well.

5.2.2 Bias Temperature Stress (BTS)

However,  to  effectively  quantify  the  mobile  ions  in  a  MOS  dielectric,  bias

temperature stress8 study stands out as the ideal candidate. The mobility of mobile ions is

known to increase at an elevated temperature. If the system is stressed with a constant voltage

(generally much lower than their breakdown voltage) for several minutes in that temperature,

then the mobile ions infuse inside the dielectric much vigorously and the effect gets reflected

in the huge shift of the C-V data.

Figure 5.2: A generalized plot of BTS study in a MOS device.

The details of the BTS procedure can be found elsewhere, although we have twitched our

BTS study for resistive memory slightly and are described below.

 Our  intention  was  to  detect  the  mobile  ions'  diffusion  in  the  oxide  in  post-breakdown

condition, so we broke the devices at different levels of compliance current to change the

concentration  of  mobile  ions  in  the  device.  The modified  BTS for  ReRAM device  is  as

follows:  measure  C-V  in  room  temperature  break  the  dielectric  under  a  very  low
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compliance current (since for a conducting dielectric there will not be a C-V to begin with)

 acquire C-V data heat the sample at moderately high temperature (in this case 120oC)

and  voltage  stress  it  for  few  minutes  (1  to  3  minutes)   measure  C-V  data  at  room

temperature   compute  the  increased  hysteresis   repeat  this  process  for  several

compliance current levels.

5.3 Sample preparation

P-type silicon <100> samples were chosen as the bottom electrode with 5nm of Al2O3

as the switching dielectric with gold and silver as top electrodes. Note that <111> silicon was

intentionally avoided to negate the effect of interface traps (please refer to chapter 4). The

oxide layer was grown on the silicon by atomic layer deposition unit and while the thickness

was verified by ellipsometric study. The details of the oxide deposition have been given in

the sample preparation section of chapter 4. Au and Ag circular electrodes of area 0.33 mm2

were deposited by employing a shadow mask by the method of thermal deposition.

5.4 Results and discussions

Initially,  we  embarked  on  this  inspection  with  both  <100>  and  <111>  silicon

substrates  as  BEs.  The  mismatch  of  trapping  and  detrapping  frequency  with  the  probe

frequency leads the capacitance to slip into deep depletion domain (while sweeping from

accumulation to inversion region); while the capacitances were observed to come back to the

equilibrium level eventually when sweeping from the inversion end8. Similar behavior has

been recorded for our case as well. Devices with silver top electrodes had a tendency to slip

in  the  deep  depletion  region  more  often  than  its  counterpart  for  <111>  BE  substrates.

However, Au TE devices did let us sweep further into the inversion side, owing to its higher

breakdown field, and explore the effect in detail.

Figure 5.3: Capacitance going into deep depletion towards more positive bias (black)

and somewhat recovering into equilibrium while coming back (red) for Ag TE electrode

(a) and Au TE electrode (b), respectively.
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5.4.1 Mobile ions: C-V hysteresis and BTS

In  the  following  part  of  the  experiment,  we  systematically  broke  the  Au/Al2O3/Si  and

Ag/Al2O3/Si devices at different compliance limits and monitored the C-V sweep (negative

 positive  negative) at each of these different levels. The intent behind this experiment

was to find any correlation between the compliance current (more compliance current means

stronger conducting filament, hence more mobile species)10,11 and mobile ions. Upon careful

scrutiny, little change in the hysteresis in post breakdown condition was observed for both the

devices. Although for Ag TE devices the change in hysteresis could be visually confirmed as

contrary to the Au counterpart, where the change is too small and it was only brought to light

by mathematically calculating the area under the curve.

Figure  5.4:  Hysteresis  increase  in  Ag  TE devices  (a)  and  a  comparative  hysteresis

increase as a function of CC in both devices (b).

From the above set of figures, it is evident that the percentage increase in hysteresis is much

enounced in Ag TE devices than the Au ones. Although, a general trend in hysteresis increase

can also be observed in Au device as well; which can be attributed to the mobile oxygen

vacancies/ions, contrary to the Ag counterpart, where both oxygen related defects and mobile

metal ions both are responsible for switching. As discussed in the Literature Survey section,

the above set of inspection gives an insight into the oxide defects; nevertheless, they can also

be influenced by the charges infused from either electrode. A much more appropriate analysis

of mobile species in a MOS dielectric can be performed through the BTS study (the details of

the study can be found elsewhere8). The high electric field across a 5nm thick oxide rendered

a much prominent hysteresis in C-V measurement than the thicker oxides. The MOS resistive

switches were broken under a compliance limit of 10µA and stressed at the same CC at a
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temperature  of  393K  for  2minutes;  before  and  after  temperature  stress  the  capacitance

behavior were monitored and are illustrated in the next figure. The larger shift in V fb after

high temperature stress in Ag TE device clearly infers the presence of more mobile ions in

those particular devices. One may argue about the shift of Vfb in the positive direction, since

positive  shift  should  infer  more  negative  charges,  whereas  the  mobile  metal  ions  are  of

positive in nature. The reason became clear when the low frequency C-V was inspected

Figure 5.5: The increase in hysteresis (Vfb shift) in (b) Ag/Al2O3/Si devices is remarkably

stronger than that of the (a) Au/Al2O3/Si devices.

Figure  5.6:  The  higher  jump  in  the  inversion  region  in  post-stress  analysis  shows

accumulation of larger negative charges near the bottom electrode in (b) Ag/Al2O3/Si

devices than that of the (a) Au/Al2O3/Si devices.

 before and after the breakdown. From the plotted figures (figure 5.6) it became clear that the

excessive  positive  species  originating  from the  TE attracts  more  negative  charges  in  the

oxide-semiconductor interface and thus causing the positive flatband shift. 
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Figure 5.4 compares the change in charges (i.e. the area under the hysteresis) for voltage

sweep  hysteresis  and  BTS  hysteresis  (figure  5.5)  for  both  the  devices  at  the  highest

compliance limit; the unmatched level of charges responsible for such hysteresis from BTS

study makes it the ideal candidate to study mobile ions in a MOS capacitor.

Figure 5.7: Charge responsible for the origin of hysteresis is much larger while studied

through BTS method with respect to the voltage sweep study.

5.4.2 Mobile ions: Vfb shift

In the next part of this work, we studied the effect of the mobile ions in different thickness of

oxides. Owing to the maximum response to mobile ions, only the BTS study was employed

for further analysis. Another reason to stick with BTS study alone is the lack of hysteresis

occurrence for higher oxide thickness (the reason has been discussed under Fixed oxide trap

section). For this part, the shift in flat band voltage has been mainly taken into account as a

direct reflection of the mobile ions' presence in the system.

 Three different thicknesses of oxides (5nm, 10nm, and 20nm) were used in this experiment.

We broke down the devices under three compliance limits  (10µA, 20µA, and 30µA) and

stressed  them  (under  the  same  current  and  equivalent  electric  fields)  at  an  elevated

temperature  for  three  different  time  limits  (1minute,  2minutes  and  3  minutes)  and  the

corresponding Vfb was calculated. We used Mott-Schottky plot (1/C2 vs. V; the x-intercept

from the linear region is the required Vfb) for the flatband voltage estimation12–14. For the

thinnest oxide (5nm) however, we could not perform the entire set of the experiment because

of its early breaking down nature.
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Figure 5.8: Mott-Schottky plots before (black) and after (red) temperature stress in (a)

Au TE device, (b) Ag TE device, and (c) the calculated values of V fb as a function of

stress time. Please note the original capacitance versus voltage characteristics of the

Mott-Schottky plots provided in the corresponding insets. 

The shifts in Vfb are pretty much self-explanatory from the first two installments of the above

figure. Figure 5.8(c) illustrates how small the change in Vfb has been accounted for Au TE

devices with respect to its counterpart. It should be noted that a 5nm oxide was unable to 

Figure 5.9: (a) and (b) are the Mott-Schottky plot for 10nm devices broke down and

stressed at 10µA compliance limit and 30 µA and the same for 20nm devices (c) and (d),

respectively.

withstand higher stress times (3 minutes) and higher compliance current stress due to early

breakdown, which leads us to restrict our study for this case. Although, the thicker oxides'

higher breakdown voltage did allow us to carry out the intended experiment and delivered the
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following result. It should be noted that the devices 1, 2, and 3 and stressed for 1 minute, 2

minutes, and 3 minutes respectively. From figure 5.9(a) and (c) we can conclude there is

hardly any Vfb shift due to temperature stress. It is only at 2 minutes and 3minutes of stress

the devices started responding to the stimulus and Vfb changed considerably; inferring more

ion  migration.  Another  important  observation  from  figure  5.9  (b)  and  (d)  is  the  more

significant mobile ions’ effect with higher compliance/stress current, suggesting larger ion

diffusion in the oxide. The next set of figures is calculated Vfbs for 10nm and 20nm oxides for

different compliance current stress and for various time periods as well.

Figure 5.10: The flat band record for MOS resistive switches for different compliance

currents and for different stress periods for (a) 10nm oxide layer and (b) 20nm oxide

layer.

Like earlier case the devices d1, d2, and d3 represent a stress time periods of 1, 2, and 3

minute/s respectively. As pointed out earlier both larger time stress and larger compliance

current ensure more mobile ion diffusion in the dielectric, causing larger Vfb displacement.

5.5 Conclusion

 Based on the prior published works by other groups, we already had an intuition of metal ion

and defect based switching dependency upon the type of top electrodes used in a resistive

switch. In this chapter, we replicated similar devices and analyzed the effect on mobile ion-

based switching in MOS ReRAMs by C-V methodology. We started with a thinner (5nm)

oxide and learned the superiority of the BTS method over voltage sweep method in detecting

mobile  ions.  Gradually  the  chapter  moved  towards  thicker  films  for  further  inspection.

Additionally,  this  work  (with  thicker  oxides)  also  showcases  the  increase  of  positively
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charged metal  ions in the insulator with increasing compliance monitored stress and also

stressing time itself.

 It should be noted that C-V measurements are not the only pieces of evidence that hint metal

ion based switching in Ag TE devices and defect aided switching in Au electrode devices.

The  leakage  current  inspection,  Poole-Frenkel  analysis,  conductivity  versus  temperature

analysis, and electric field direction based switching study also corroborates the same fact.

However, those discussions are beyond the limit of this chapter and have been thoroughly

studied  and  explained  in  the  next  chapter.  The  C-V  analyses  along  with  the  I-V

measurements performed on devices with different electrode-based switching together can

bring forth a much more comprehensive picture of such resistive switching mechanisms.
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Chapter 6

Thickness scaling of ReRAM devices

6.1 Introduction

One of the main advantages of crossbar1 based memory devices is that they can be

easily 3D stacked2 to increase the bit to area ratio. In theory, the number of layers that can be

accommodated  in  a  given  vertical  space  can  easily  be  increased  by  thinning  down  the

individual devices. As long as the lateral  resistance of the electrode line does not kill the

connection, the thickness of electrodes shall remain at a minimum constant; that leaves us our

degree  of  freedom with the dielectric  thickness.  In practice,  this  thickness  tuning can be

limited  by  several  factors,  such as  band bending/lowering,  direct  tunneling,  etc.  and can

significantly compromise the device performance. To learn the effects of these phenomena in

a ReRAM device and their consequences in the technology we are compelled to study the

switching behavior as a function of thickness. 

 This chapter is primarily dedicated to identifying the vertical scaling limit of ReRAM

devices. To deposit the dielectric, atomic layer deposition (ALD) was naturally the choice of

deposition, because of its capability of depositing ultrathin layers (thickness in the order of

atomic dimensions), with extreme controllability and uncanny precision. ALD Al2O3 has been

studied extensively in the past both in terms of the dielectric as well as a ReRAM3 material.

Moreover, Al2O3 is a slandered material, which can be easily deposited by an ALD system

with alternating pulses of TMA and water and can deliver a commendable resistive switching

performance.

 We have deposited a series of different dielectric thicknesses namely 20nm, 15nm,

10nm, 7nm, 5nm, 4nm, 3nm, 2nm, and 1nm on FTO-coated glass substrates as the bottom

electrode,  followed by gold/silver  electrode as the top electrodes.  An in-depth study was

conducted with each of these devices to unravel the variation in the switching nature with

dielectric thickness. Following is the list of investigations performed on such devices. 

1 Resistive switching characteristics,

a Switching characteristics; gold versus silver top electrode,

b Cycling properties, and

c Reliability study by Weibull distribution plots.

2 Conduction mechanism at different temperatures,

3 Space charge limited current behavior,
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4 Fowler-Nordheim tunneling behavior,

5 Poole-Frenkel charge injection,

6 Direct tunneling and

7 Trap assisted tunneling.

The devices with gold (Au) top electrodes (TE) failed to show proper and repetitive switching

behavior in most of the cases. On the contrary, silver (Ag) top electrode (TE) devices deliver

excellent  switching  behavior  with  excellent  repeatability.  Therefore,  in  the  upcoming

sections,  we  will  primarily  consider  the  silver  electrode  devices  as  the  standard  device

configuration  to  investigate  the  vertical  scaling  possibilities/limitations  with  enough

statistical backup and gold electrode devices to elucidate the switching phenomena in our

devices.

6.2 Literature Survey

6.2.1 Space Charge Limited Current (SCLC)

An insulator or a semiconductor under voltage stress can exhibit different regimes of

current conduction mechanism4 depending on the exponent of the varying voltage mediating

the current  output.  Generally,  at  lower electric  fields the current  is  mainly driven by the

mobile charges intrinsically present in the dielectric and would follow ohm's law (I  V). At

higher electric  fields this  scenario changes and the current shows a quadratic relationship

with the voltage (I  V2). This happens because at higher fields the traps/defects are all filled

with electrons and this site individually forms a space of opposing electric fields with a radius

equal to the Debye length of that material. This effect was first understood by Mott-Gurney in

the  year  of  1940.  According  to  his  explanation,  when  a  thin  insulator/semiconductor  is

sandwiched between two Ohmic junctions,  the current density at  a higher field would be

influenced  by the  charges  entering  through  the  electrodes  and  will  follow the  following

equation.

J=
9
8
εµ
V 2

L3
(6.1)

where J is the current density, ε is the permittivity, µ is the permeability while a voltage V is

applied across an insulator/semiconductor of thickness L.
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Figure 6.1 (a) A schematic representation of the SCLC current conduction mechanism

and (b) the corresponding current vs. voltage characteristics. 

The slope "1" in fig 6.1(b) represents the Ohmic region, a slope "2" corresponds to the pure

SCLC regime while the intermediate portion between them is the region where SCLC has

already  commenced  with  some  Ohmic  component  still  remaining.  The  last  part  is  the

leaking /tunneling part, which in practical cases often may suggest an electrical breakdown.

Thus, by plotting log(I) vs. log(V) plot one can easily find out the slope of different sections

of the current plot and can determine the SCLC regime.

6.2.2 Fowler-Nordheim Tunnelling

 Electrons  when separated by an insulator can reappear  on the other side when a certain

magnitude of an electric field is applied (without breaking down the oxide). The quantum

mechanical phenomenon which allows electrons to travel through an insulator under voltage

bias is known as Fowler-Nordheim (FN) tunnelling5. Ralph H. Fowler (Britain) and Lothar

Wolfgang Nordheim (Germany) were the first to explain this kind of electric field-assisted

quantum tunneling in the 1920s. According to them, a negative bias at one side of a capacitor

would cause mirror charges to appear on the insulator at the insulator-metal junction and

hence  causing  a  band lowering  of  the insulator.  Along with the  band lowering  the band

suffers  a  voltage  induced  thinning  down,  termed  as  band  triangulation,  which  aids  the

electrons to direct tunnel through the thin barrier to reach the other terminal of the device.

The mathematical formulation of such tunneling is given below.

J FN=
A E2

Φb

exp (
−B
E
Φb

3 /2
) (6.2)

Where A and B are constants, E is the electric field and Φb is the lowered barrier height.
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With a given I vs. V data a simple plotting of Ln(J/E2) vs. 1/E will provide the slope

of the linear region, which is directly proportional to the lowered barrier height. The next

figure should help elucidate this concept further.

Figure 6.2. The dotted line shows the barrier height at zero voltage bias (ΔΦb0), which

decreases by ΔΦb and renders a barrier height of Φb (denoted by continuous line; which

depicts the band triangulation as well).

FN tunneling is a very common observation for thin and ultrathin dielectric systems since the

electric field across them is sufficiently strong and barrier requires lesser thinning down to

initiate such process. Although FN tunneling may give rise to unnecessary leakage current, it

has been the backbone of non-volatile FLASH memory storage for several decades, and few

more to come (details of the operation have been described in the 1st chapter) and has shaped

the current world as we know it.

6.2.3 Poole-Frenkel Injection 

Poole-Frenkel Injection (PF injection) method5,6 describes how an electron can travel

through an insulator or a semiconductor under the influence of an electric field through the

localized states present in the medium. This phenomenon was first recognized by  Horace

Hewitt Poole (1885-1962) and later published by Yakov Frenkel in 1938. It is well known

that if an electron can acquire enough thermal energy it will move to the conduction band

from its earlier localized state and can contribute to conduction. When an additional electric

field applied to the system the energy required to hop from one localized state to another is

partly taken from the field and partly from the thermal fluctuations. The following expression

should be much more legible on how the measurement and calculation can be performed in a

particular system to calculate the energy barrier height.
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 J PF=CEexp(
−Φ t+q√qE /4 π ε0 εr

kT
) (6.3)

Where C is a constant, E is the electric field, Φ t is the trap level activation energy, ε0, εr are

absolute permittivity and relative permittivity respectively, k is the Boltzmann's constant and

T being the temperature in Kelvin scale. 

By plotting Ln(JPF/E) vs. E1/2 one can recognize the linear region and the y-intercept of

that best fit is proportional to the Φt.

Figure 6.3: A schematic representation of electron hopping through the available traps

in an insulator under the influence of an electric field.

From the above diagram, it should be evident that under a proper voltage bias the electrons

will gather enough energy to hop across these localized states and the induced band bending

shall facilitate the hopping mechanism as well.

6.2.4 Direct Tunnelling

Figure  6.4:  The  wave  probability  of  electrons  (green)  crosses  through  the  ultrathin

insulating barrier from the metal electrode to the silicon substrate in a MOS capacitor.

Unlike FN tunneling, electron sometimes can overcome a barrier without the applied

voltage modifying the energy band diagram. This quantum mechanical tunnelling7 is termed
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as the direct tunneling phenomenon. When two electrodes are separated by an extremely thin

insulator, then, the electrons can reappear on the other side of the barrier without any voltage

stress, like the way pictorially represented in the following diagram. The next expression is a

mathematical representation of the direct tunneling phenomenon. 

JDT=
4 πq mx

e kT

h3
∫
0

∞

P(E)X S (E)x dEx (6.4)

Where, me is the effective mass, h is the Plank’s constant, P(Ex) is the probability distribution

associated with the electron kinetic energy (Ex) and S(Ex) is the “supply” function of Ex (can

be found elsewhere).

6.2.5 Trap Assisted Tunnelling

An insulator infested with traps8,9 can also form several promising direct tunneling

sites and the electrons tend to tunnel from one trap to another, giving rise to high leakage

current. 

Figure 6.5: Diagram showing the trap assisted tunneling phenomenon across  a trap

populated insulator in a MOS capacitor.

When the traps lie sufficiently close to each other in an insulator the separations between

them are barely able to hold them from directly tunneling from one trap to the next. The

following equation states the current to voltage relation in a trap assisted tunneling (TAT)

scenario.

JTAT exp (
−4 √2qmox

3ћ
Φtr

3
2 /E) (6.5)

Where,  mox is the effective mass of electrons in the oxide and  Φtr is the trap energy level

below the conduction band of the dielectric.
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By plotting  Ln(JTAT) vs.  1/E anyone can recognize the linear  region (which would

specify the TAT region) and thus, from the slope Φtr can be calculated.

 As this  chapter  unfolds we will  be discussing our results  and their  association  with the

previously discussed conduction phenomena. Some of these theories will provide a better

insight into the breakdown process and conduction mechanisms through the dielectric, while

the  others  will  try  to  recognize  any  pattern  (if  present)  with  the  changing  thickness.

Ultimately, the chapter will conclude with the effects of these phenomena at lower thickness

and if by any means they contribute to limit the vertical scaling of a ReRAM device. 

6.3 Sample Preparation

FTO coated glass samples were cleaned first with Acetone and then IPA ultrasonic

bath cleaning followed by a DI water bath and nitrogen gas (99.9999% pure) drying. Al2O3

layer was grown on the conducting FTO coated side at a temperature of 200oC by thermal

ALD system with an alternating TMA and water pulsing. The number of pulses required to

deposit the desired thickness of AL2O3 was estimated from the thickness/cycle data (1.15 Å

per cycle) and was later confirmed by an optical ellipsometry measurement. Later, circular

patterned  top  electrodes  were  deposited  on  the  dielectric  layer  by  thermally  evaporating

electrode  metals  through a shadow mask at  ~10-6 torr  of  pressure and for  a  thickness  of

150nm. A schematic  methodology of sample fabrication has been represented in the next

diagram.  A probe station connected  to  an Agilent  B1500A was employed to acquire  the

related data from the devices.

6.4 Results and Discussion

For a 20nm thick Al2O3, we applied a voltage with a current compliance of 10-6 amps

initially to generate enough defects that would form the filament. This process is known as

the  formation  process10,11.  One  crucial  observation  was  that  the  devices  with  the  gold

electrode required much higher formation voltage (~15V) than the ones with the silver top

electrode (~4V). This can be attributed to the migration of silver ions, which facilitates the

formation of a conducting path with much ease. On the contrary, in Au/Al2O3/FTO devices,

the larger  voltage was required to create  sufficient  oxygen vacancies  and ions to aid the

formation  of  the conduction  path.  Post  formation  scenario  required a  compliance  current

(CC) limit for the Au/Al2O3/FTO set process; we believe that this prevented the formation of

uncontrolled defects (oxygen vacancies/ions) which would eventually lead to a permanent

conducting  filament  formation.  However,  the  Ag/Al2O3/FTO  systems  showed  an

exceptionally well-controlled set and reset process without any CC check. Let us take a look
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at the current-voltage (I-V) characteristics of these two devices in the next diagram (figure

6.6) for a 10nm thick oxide before qualitatively analyzing them.

6.4.1 I-V characteristics 

One can easily infer from the following set of figures that the Ag/Al2O3/FTO systems

show better switching consistency than its Au counterpart. By comparing figure 6.6 (a) and

(c) the clear difference in the consistency of the set and reset voltage in both the devices (Ag

suppressing Au by a huge margin) is easily conceivable; additionally from figures 6.6 (b) and

(d) the firmness of the on-off ratio in Ag/Al2O3/FTO devices  over Au/Al2O3/FTO can be

confirmed. In chapter 2 we have learned how Weibull distribution works and how they can

help us quantify the reliability of a ReRAM device. We will assume a similar approach for

the aforementioned devices as well (later in this chapter) as a measure of device reliability.

Figure  6.6  (a)  and  (c)  are  the  I-V  switching  behavior  of  Au/Al2O3/FTO  and

Ag/Al2O3/FTO devices respectively and (b) and (d) are their  corresponding butterfly

representation (current in log scale) accordingly.
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We have already postulated the roles of defects and metal ions in the set process of a

device in the 5th chapter; the impact of that hypothesis can also be verified from the voltage

polarity vs. set occurrence study. 

Since  the  Au electrode  does  not  contribute  to  metal  ion migration  (due to  high  electron

affinity of Au), the devices suffer a breakdown because of the oxygen vacancies (Vo) and

oxygen ions (Vi) created inside the dielectric matrix by the large electric field. So far for an

Au TE device, neither of the electrodes aids the formation of metal ions. Thus, theoretically,

the defect formation should be independent of the field polarity and therefore can be switched

from any direction. However, Ag ions belonging from a lower stratum of electron affinity

chart, are able to lose electrons to  only a positive bias and become positively charged Ag+

ions. These ions migrate according to the applied electric field and reclaim the electrons from

the bottom electrode to re-establish itself as a neutral metallic atom all over again; eventually

forming a metallic filament across the oxide. Figure 6.7 perfectly depicts the formation of

defect  based  (figure6.7(b)  & (c))  and metal  ion  (figure6.7(d))  based  switching  and their

dependency on the bias polarity as well. Figure 6.8 (a) illustrates the filament formation by

oxide defect  

Figure 6.7: (a) Schematics of Resistive switching in Au and Ag based top electrodes,

breakdown as a function of voltage bias for positive bias on gold (b), negative bias on

gold (c), and positive bias on silver (d).
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creation and metal ion migration in Au/Al2O3/FTO and Ag/Al2O3/FTO devices respectively.

Please note that  the first  two installments  of figure 6.7 (a) depict  the oxide defect  based

filament  formation  with  different  polarity  of  the  applied  electric  field  while  the  last  one

shows metal ion diffusion mediated dielectric breakdown. The following set of illustrations is

of utmost importance as they corroborate the fact that indeed Au electrodes do not contribute

to metal ion migration and the switching is purely due to the oxygen vacancies, unlike the Ag

electrodes where the filament formation is a function of positively charged Ag ion diffusion.

 We  performed  voltage  sweeps  ranging  from -6  to  2.5  V  for  the  different  Al2O3

thickness devices  to monitor  the resistive switching behavior.  It  should be noted that the

voltage cycling did not start directly from -6V (in which case it  may and have destroyed

several devices with sudden high voltage stress), rather followed 0V2V-6V0V cycling

pattern. The following two figures are different switching characteristics of our devices and

their corresponding set and reset voltage statistics.

Figure  6.8:  (a)  Switching characteristics  of  devices  with dielectric  thickness  ranging

from 20nm to 1nm and the set and reset voltage distribution as a function of thickness.

Note that the set and reset voltages are not provided for 3nm to 1nm devices. As clear from

the I-V characteristics, we could not see any clear switching characteristics for 1, 2, and 3 nm

thick devices, unlike higher thicknesses. Hence determining the exact set or reset was not

possible  for  those  devices.  One  crucial  factor  that  determines  the  quality  of  resistive

switching device is its  on-off ratio i.e.  the on current (or conductivity)  to off current  (or

conductivity) at a particular read voltage. Better the ratio better would be the noise margin

and hence lesser the probability of data corruption. 
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Figure  6.9:  (a)  on  and  off  conductance  for  different  thickness  devices  and  (b)  the

corresponding on-off ratio.  Different color codes define devices with the ratio in the

order of 103 (purple), 102(sky blue), and 10(white).

As mentioned earlier, in terms of on-off ratio12,13 the thicker devices will be more celebrated

for their superior performance. However, if we take the area of the electrode (0.33 ×10 -6 m2)

into account, we can safely assume that, for practical devices (area in the order of 10-16 m2),

the on-off will become far better; as the off resistance depends upon the area of the electrode

and the on-resistance on the structure of the CF. therefore, from figure 6.9 we can conclude

that the devices with thickness 4nm or higher should be able to render sufficient on-off ration

which is at par with the industrial standards.

6.4.2 Space Charge Limited Current (SCLC)

Before the onset of the set process, the SCLC regime will appear in the I-V behavior

of our resistive switches. As discussed earlier, Au/Al2O3/FTO devices are unlikely to switch

on and off when the set process is not limited by a compliance current. In a rare occurrence,

we were able to do so after the first breakdown in a few devices. The SCLC region was

recognized in the first and the very following I-V cycle of an Au/Al2O3/FTO device and its

corresponding Ag/Al2O3/FTO device for a comparative study of the trap charge generation

after forming process.

The first crucial information from the following set of pictures would be the increase

of off-current of both devices after formation, which is because of the defects (or metal ion

diffusion) present in the dielectric. Secondly, even though the off current has increased the
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slope  in  log(V)  vs.  log(I)plot  does  not  seem  to  vary  much.  For  further  elucidation,  we

calculated the SCLC transition voltages.

Figure 6.10: (a) and (c) are the first and second cycle I-V data in linear scale and (b) and

(c) shows post forming process increase in off (leakage) current because of dielectric

defect formation.

Figure 6.11: (a) and (b) present the slope "1" and "2" regions in Au and Ag TE devices

both pre (inset) and post-formation conditions and (c) the transition voltage statistics.

Figure 6.10(b) and (d) clearly illustrate the increase in leakage current after the formation

process which is a consequence of excess defect formation in the dielectric matrix. From the
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immediate inspection of the transition voltages (see figure 6.11(c)), it could be concluded that

the large jump from slope 1 to slope 2 in Au/Al2O3/FTO with respect to Ag/Al2O3/FTO was

an effect of the larger trap generation (post formation). As discussed previously, a larger Vo

and Vi generation are responsible for this behavior, on the contrary in Ag TE devices, the

electric field does not compel an unchecked generation of Vo and Vi, rather majorly rely upon

the Ag ion migration from the TE and their consequent reduction at the BE.

 Next, we investigated the SCLC behavior as a function of thickness in the Ag/Al2O3/FTO

system. We employed the devices with dielectric thickness ranging from 20nm down to 4nm

(beyond which, direct tunneling became dominant; will be discussed later in this chapter) and

plotted the commencement of SCLC regime (when slope=1 ends, practically SCLC effect

kicks in; refer figure 6.1(b)) and pure SCLC regime as a function of dielectric thickness.

Figure 6.12 (a) the voltage at which the space charge limitation effect starts and (b)

pristine SCLC regime as a function of thickness.

With  decreasing  thickness,  we  are  left  with  fewer  traps  and  intrinsic  mobile  ions

(proportional to the volume of the dielectric; assuming the mobile ion density is constant) and

hence,  the early commencement of the SCLC effect.  However,  figure 6.12 (b) shows the

similar trend but in two separate regions, namely "A" (4 to 7nm) and "B" (10 to 20nm). This

behavior can be a direct effect of the other tunneling current components' superimposition

with the leakage current to give an impression of early occurrence SCLC in the lower half of

the thickness chart.

6.4.3 Fowler-Nordheim Tunnelling

The bottom electrode (BE) to the dielectric barrier height can be computed from the

slope of the linear region in a Ln(J/E2) vs. 1/E plot. The following diagram depicts this plot

and showcases the FN region for Au and Ag TE systems respectively. Please note that in the
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plots (figure 6.13) both FN as well as DT regimes can be recognized. Although, we will

restrict our discussion to FN tunneling in this section and resume with the DT regime in a

while.

Figure 6.13: Examples of FN tunneling and direct tunneling regions in a TE Au (a) and

Ag (b) sample.

With  decreasing  thickness  of  the  Al2O3 layer  and  the  applied  voltage  remaining

constant,  a larger  electric  field  exists  across  the barrier.  This  caused more severe barrier

lowering in sub 7nm devices and ultimately FN tunneling disappears in 1nm devices (see

figure 6.15 (d)).  The TE hardly participated  in  this  process,  as  the  band lowering in  the

positive bias was applied only across the Al2O3/FTO junction; as a result, the barrier height

remained independent of the type of TE (see figure 6.14). This barrier height lowering causes

ease of charge flow into the system, which leads to higher off current (hence poor on-off

ratio)

Figure 6.14: The calculated barrier height values for devices with different thickness for

gold  and silver  top electrodes.  The golden  spheres  and silver  spheres  represent  the

Au/Al2O3/FTO and Ag/Al2O3/FTO devices, respectively.
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 and early breakdown. Figure 6.15 draws a comparative study of the FN tunneling (Ln

(J/E2) vs.  1/E  plot)  as  a  function  of  thickness  in  different  TE devices.  The most  pivotal

observation  from  these  plots  would  be  the  evanescence  nature  of  the  FN  regime  with

decreasing  thickness;  which  justifies  the  extensive  barrier  lowering  in  lower  thickness

systems in figure 6.14.

Figure 6.15:  Ln(J/E2) vs.  1/E plot for two different thickness in (a) Au and (b) Ag TE

devices, (c) a 2nm oxide with Ag TE showing a small percentage of FN tunneling with a

majority  being Direct  tunneling current and (d)  a 1nm thick  oxide  has the leakage

current entirely comprising of Direct tunneling.

6.4.4 Poole-Frenkel Injection

From PF carrier injection study we can quantify the trap height and their contribution

in the leakage current. With a higher electric field (i.e. lower dielectric thickness) the band

bending will be pronounced and so will the trap-barrier bending (Φt), leaving the resulting

barrier height  (ΔΦt) smaller and smaller. The following figure depicts such a scenario; the

mathematical explanation follows the figure.
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Figure 6.16: A schematic representation of the trap barrier lowering at (a) low and (b)

high electric  fields;  please see the corresponding insets  for more elucidation of trap

barrier height modification with the electric field. 

Continuing from equation 6.3

ln (
J PF
E )=ln (C )−Φt+m1E

1 /2 (6.6)

Where m1 is a constant, which can be computed from equation 6.3. It is evident that - Φt is

proportional to the y-intercept of the linear plot of Ln(JPF/E) vs. E1/2.

 We studied the PF injection phenomenon in both Au and Ag TE devices and a lower y-

intercept  for  Ag TE devices  suggests that  the metal  ions in  the switching layer  result  in

smaller trap barriers than its counterpart; that should explain the higher leakage current in

Ag/AL2O3/FTO devices.

Figure 6.17:  PF and breakdown region in Au and Ag TE devices.
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Since the electric field in the film increases with decreasing the film thickness, the

trap barrier lowering gradually increases as the films become thinner. Therefore, the charge

flow increases as the films get thinner.  The next diagram shows the y-intercept  from PF

analysis as a function of thickness. The 1nm dielectric failed to show any linear relation,

suggesting the absence of PF injection  in  that  device,  where the majority  of the leakage

current is dominated by direct tunneling.

Figure  6.18:  The y-intercept  decreases  with  decreasing  thickness,  implying  the  trap

barrier height lowering.

Like FN tunneling, PF injection also gives rise to higher leakage current (off current), thus

compromising  the on-off ratio  of a resistive switch.  Another  noticeable observation from

figure 6.18 would be the shrinking down of the PF regime (the linear region). This suggests

the  fact  that  with  lower  thickness  along  with  the  trap  barrier  lowering,  other  forms  of

tunneling overwhelms, causing higher HRS current.

6.4.5 Trap Assisted Tunnelling

Much like  Poole-Frenkel  analysis,  this  section  presents  a  qualitative  deduction  of

TAT’s impact on oxide conductance. In PF injection we focused upon the traps located near

the conduction band of the dielectric, but, the effect of deep level traps (which can lead to

direct tunneling between them) can be studied through TAT analysis. Previous works have

demonstrated the extraction of the Φtr from experimental data on various occasions. Houng et.

al.8 and Fleisher’s9 work calculated Φtr while assuming only a single trap site in the oxide in

the middle; although Gushterov and Simeonov’s model14 was based on multilevel traps, some

of their assumptions, like the distance of trap from the junctions and number of trap sites are

unpredictable  for  our  work  (though the  approach was suitable  for  their  simulation-based

studies), hence we could not deduce the exact value of the Φ tr. It has been discussed in the

“literature survey” section that the slope of the linear region of a  Ln(JTAT) vs. 1/E plot is

directly proportional to the 3/2th power of  Φtr and in this work, we will use this slope as an
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alternative measure of the trap level. All the devices under scrutiny showed a clear linear

region suggesting the presence of trap site  based tunneling;  interestingly  even 1nm thick

oxide showed TAT phenomenon. Figure 6.19 (b) is a comparison of the TAT linear region in

a 1nm and 7nm oxides respectively. In an ideal condition for a given oxide, Φ tr should not

change  with  the  oxide  thickness;  however,  Gushterov  and  Simeonov's  work  (and  their

reference)  has stated that  a slight  variation  should arise due to  the buildup of the mirror

charges on the other side of the oxide. Our investigation also revealed a similar trend as a

function of thickness, whilst the values remain almost comparable.

Figure 6.19 (a) Ln(I) vs. 1/E plot for different oxide thickness, (b) a slope comparison

between 1nm and 7nm device, and (c) the measured slopes for all the devices.

6.4.6 Direct tunneling

Finally, we inspected the direct tunneling contribution in ReRAM switches. For

Figure 6.20: Direct tunneling current plots for (a) Au/Al2O3/FTO and (c) Ag/Al2O3/FTO

devices,  respectively,  and (b)  and (d)  are  tunneling  current  readings  at  a  low read

voltage respectively.
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ultrathin oxides, leakage current tends to tunnel through an insulator, causing an enormous

leakage  current.  For  devices  like  resistive  switches,  this  effect  can  lead  to  catastrophic

degradation of the on-off ratio or even worse, failing to show distinctive HRS and LRS states.

One of the distinct characteristics of DT current is its exponential growth as a function of the

applied  electric  field.  In  the  following  figure,  we  have  plotted  the  off  current  of

Au/Al2O3/FTO and Ag/Al2O3/FTO devices for different thickness or different electric fields.

The exponentially increasing tunneling current seems more drastic for 1, 2, and 3 nm devices

with  respect  to  the  thicker  oxides.  This  result  justifies  the  I-V behavior  of  the  resistive

switches of thinner oxides in figure 6.8 (a).

6.4.7 Conductivity versus temperature

For  further  elucidation  of  the  conduction  mechanism,  the  currents  of  the

Au/Al2O3/FTO and Ag/Al2O3/FTO devices  were measured in both on and off  conditions.

Both of the devices tend to show an increase in off current as a function of temperature,

which points towards a hopping based conduction mechanism15. However, in LRS all the Au

TE devices still continued showing the hopping based conduction but, a significant number of

devices with Ag as force electrode behaved in the opposite way, inferring a metallic CF.

Figure 6.21: (a) and (b) illustrates the output current behavior (at a constant voltage)

with temperature of Au/Al2O3/FTO and Ag/Al2O3/FTO devices, respectively.

One of the pivotal outcomes of this experiment is the LRS current level of the devices. The

Ag metallic filament16 shows a higher conduction value than the hopping path, (i.e. a higher

on current) in addition to that the excellent repeatability of these devices makes them perfect

resistive switching systems with a very high on-off ratio.
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6.4.8 Cycling

Repetitive switching on and switching off is an essential quality check for a ReRAM

device.  A  standard  ReRAM device  should  sustain  a  train  of  cycling17,18 sequence  while

maintaining the accepted on-off ratio to prove its dependability and agility. The measurement

scheme of cycling of a resistive switch can be divided into four consecutive pulses, (a) a

pulse slightly higher than the set voltage (Vs+) to switch the device on, (b) a read voltage

pulse (Vrd; usually in millivolt range), (c) a reset pulse with a voltage (Vr+) magnitude slightly

larger than the reset voltage and (d) a final read voltage of magnitude (see figure 6.21). For

quality  affirmation  generally,  a  device  undergoes  a  train of  such pulses  while  the output

current is monitored.

Figure  6.22:  Input  sequence of  a  single  cycle.  Vs+ and Vr+ have magnitudes  slightly

larger  than the set  and the reset  voltages  of  the devices,  respectively.  A marginally

larger switching voltage always ensures a successful toggling of the states. It does not

matter  whether the  read voltage  (Vrd)  is  positive  (shown positive  in this  picture)  or

negative; as long as it’s value is very small (w.r.t Vs+ or Vr+) it would reflect the same

result.

We performed this experiment on several Ag/Al2O3/FTO and Au/Al2O3/FTO devices for 100

cycles. Since the Au/Al2O3/FTO repetition is near impossible without compliance check, the

devices failed to provide the required output. On the contrary,  the Ag/Al2O3/FTO devices

produced excellent cycling output for each and every cycle while maintaining an on-off ratio

in the order of 103.
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 Figure 6.23: (a) and (c) are the I-V characteristics of Au/Al2O3/FTO and Ag/Al2O3/FTO

devices,  respectively,  (b)  and  (d)  shows  the  inconsistency  of  Au/Al2O3/FTO  cycling

behavior;  the  former  depicting  a  constant  ON  state  of  the  device  and  the  later

demonstrating  on  and  off  states  with  an  insignificant  on-off  ratio  and  (e)  and  (f)

illustrating the steady cycling output of an Ag/Al2O3/FTO device.

From figure 6.23 it  can be safely inferred that the Au/Al2O3/FTO devices  failed to show

repetitive switching while the metal ion migration based (Ag/Al2O3/FTO) resistive switches

are  capable  of  delivering  very  consistent  switching  performance  while  retaining  an

appreciably good on-off ratio.

6.4.9 Reliability: Weibull distribution

 For the different thicknesses of the oxide, we employed Weibull distribution19 of the set and

reset processes, and their slopes analysis to compare the reliability of the resistive switches.

From the I-V characteristics of the switches, the SET and RESET statistics were performed

and fitted with the formula (chapter 3 equation); the slope thus measured from each of these

distributions were later plotted for Ag/Al2O3/FTO and Au/Al2O3/FTO devices separately as a

function of the thickness to draw a proper contrast between them.
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Figure 6.24: (a) and (c) are Weibull distributions of Au and Ag TE devices, respectively,

and (b) and (d) are the corresponding slopes for the Set process.

From the above set of data, we can see the transition voltage distributions of Au/Al2O3/FTO

devices  are  way  inferior  to  the  Ag/Al2O3/FTO devices;  this  claim  can  be  quantitatively

confirmed from the measured slopes from figure 6.23 (b) and (d) as well. Since devices with

Au TE were extremely difficult to toggle between states repetitively, we could gather enough

data only for three different thicknesses for Weibull distribution analysis. Since, devices with

Ag TE consistently  showed repetition  in  switching with much more ordered fashion,  the

Weibull slope is also much larger than its counterpart (see figure 6.23 (d)). Unlike Au TE

devices Ag/Al2O3/FTO devices present a clear pattern of rising Weibull slope with smaller

oxide thicknesses.  This proves the fact that smaller  the size of a conducting filament  (or

higher the electric field),  easier is the control,  thus yielding better  packing density of the

transition voltages. Another important outcome of this study is the standard deviation of the

Weibull slopes itself; the Au/Al2O3/FTO device to device has more inconsistency (thus larger

deviation) than the Ag/Al2O3/FTO ones (much smaller deviation). In nutshell, we can infer
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without a doubt that in our case, the metal ion based switching delivered significantly more

reliable switching than defect based switching.

6.5 Conclusion

 In this chapter, we have fabricated several ReRAM switches with different oxide thicknesses

and studied their switching behavior. A steady increase of leakage current (i.e. HRS current)

was observed for all the devices as the thickness went down; eventually leading to poor on-

off  ratios.  Further  inspections  were  carried  out  centering  different  tunneling  and  charge

injection schemes. FN tunneling study showed a very clear FN and direct tunneling regime

and a constant barrier lowering with lowering thickness leading to higher leakage current. PF

injection evidence was also spotted in I-V characteristics of our devices. From the y-intercept

of the PF plots, it was clear that the trap barrier in the oxide faces more drastic lowering with

decreasing thickness, thus contributing to the leakage current. TAT evidence was also quite

legible for all these devices, suggesting the trap sites' role as small direct tunneling sites in the

oxide. From the leakage current plot, the 3 thinnest oxide layers (1, 2, and 3nm) showed the

catastrophic effect of the direct tunneling effect. One crucial observation was FN tunneling

and PF injection were dominant in all the devices except the one with 1nm oxide. However,

both TAT and DT were evident in 1nm oxide; with DT being negligible at higher thickness

and TAT being stronger at thicker dielectrics. This infers the extremely high electric field

across 1nm oxide causes an unprecedented barrier lowering (thus no FN tunneling) and trap-

barrier  lowering  (thus  no  PF  injection)  leading  the  charges  to  mostly  tunnel  from  one

electrode to the other and a few to tunnel between the trap sites. Finally, we studied the HRS

and LRS current behavior with temperature change. Both the HRS and Au TE devices' LRS

hinted hopping based conduction mechanism whereas the highly conducting metallic filament

showed decreasing conductivity with an increase in temperature. 

 The chapter further deals with the cycling and reliability tests of these devices. The resistive

switches with Au TE showed little to no success in the cycling study while the Ag TE devices

excelled in their performance. Finally, from the Weibull slope measurement, we concluded

that  Ag/Al2O3/FTO  devices  are  superior  over  Au/Al2O3/FTO  in  terms  of  reliability  and

repeatability. Further, with thinner oxide thicknesses the reliability went higher, suggesting

that a higher electric field is better for controlling the filament with precession.

 In chapter 5 several investigations were carried out to determine the presence of metal ions

in a MOS dielectric  by C-V methods (especially  BTS).  This  chapter  encountered several
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pieces of evidence showcasing the difference between the metal ions versus defect mediated

switching mechanisms as well. From PF study we learned the metal ions introduce smaller

trap barriers (see figure 6.17) to cause the ease of charge transfer, thus leading to higher

leakage current and earlier breakdown than its counterpart. Switching based on the direction

of the electric field (see figure 6.7) was also possible for Au/Al2O3/FTO systems because of

the  defect  based  filament  formation.  The devices  with Ag electrodes  could  switch  on at

positive  electric  field  since  metal  ions  can  migrate  only  at  that  particular  electric  field

direction.  As correctly pointed out in the previous chapter,  the BTS study along with the

evidence collected from this work gives us a clear picture of metal ion and oxygen defect

based switching mechanism. We have also established (cycling and reliability studies) the

fact  that  Resistive  switches  with  Ag  as  the  top  electrode  deliver  much  better  switching

characteristics in terms of repeatability and reliability.

100



References

1. Sun, P. et al. Thermal crosstalk in a 3-dimensional RRAM crossbar array. Sci. Rep. 5, 
13504 (2015).

2. Bai, Y. et al. Stacked 3D RRAM Array with Graphene/CNT as Edge Electrodes. Sci. 
Rep. 5, 13785 (2015).

3. Wu, Y., Lee, B. & Wong, H.-S. P. Al2O3-Based RRAM Using Atomic Layer 
Deposition (ALD) With 1-muA RESET Current. IEEE Electron Device Lett. 31, 1449–1451 
(2010).

4. Spahr, H. et al. Regimes of leakage current in ALD-processed Al2O3 thin-film layers. 
J. Phys. Appl. Phys. 46, 155302 (2013).

5. Spahr, H. et al. Conduction mechanisms in thin atomic layer deposited Al2O3 layers. 
J. Appl. Phys. 114, 183714 (2013).

6. Ramesh, S., Dutta, S., Shankar, B. & Gopalan, S. Identification of current transport 
mechanism in Al2O3 thin films for memory applications. Appl. Nanosci. 5, 115–123 (2015).

7. Patiño, E. J. & Kelkar, N. G. Experimental determination of tunneling characteristics 
and dwell times from temperature dependence of Al/Al 2 O 3 /Al junctions. Appl. Phys. Lett. 
107, 253502 (2015).

8. Houng, M. P., Wang, Y. H. & Chang, W. J. Current transport mechanism in trapped 
oxides: A generalized trap-assisted tunneling model. J. Appl. Phys. 86, 1488–1491 (1999).

9. Fleischer, S., Lai, P. T. & Cheng, Y. C. Simplified closed form trap assisted tunneling‐ ‐
model applied to nitrided oxide dielectric capacitors. J. Appl. Phys. 72, 5711–5715 (1992).

10. Yen, T. J., Gismatulin, A., Volodin, V., Gritsenko, V. & Chin, A. All Nonmetal 
Resistive Random Access Memory. Sci. Rep. 9, 6144 (2019).

11. Kalantarian, A. et al. Controlling uniformity of RRAM characteristics through the 
forming process. in 2012 IEEE International Reliability Physics Symposium (IRPS) 6C.4.1-
6C.4.5 (IEEE, 2012). doi:10.1109/IRPS.2012.6241874.

12. Bricalli, A. et al. SiOx-based resistive switching memory (RRAM) for crossbar 
storage/select elements with high on/off ratio. in 2016 IEEE International Electron Devices 
Meeting (IEDM) 4.3.1-4.3.4 (IEEE, 2016). doi:10.1109/IEDM.2016.7838344.

13. Hu, C., McDaniel, M. D., Ekerdt, J. G. & Yu, E. T. High ON/OFF Ratio and 
Quantized Conductance in Resistive Switching of TiO2 on Silicon. IEEE Electron Device 
Lett. 34, 1385–1387 (2013).

14. Gushterov, A. & Simeonov, S. Extraction of trap-assisted tunnelling parameters by 
graphical method in thin n-Si/SiO2 structures. J. Optoelectron Adv. M. 7, 1389-1393(2005).

15. Zubair Ansari, M. & Khare, N. Thermally activated band conduction and variable 
range hopping conduction in Cu2 ZnSnS4 thin films. J. Appl. Phys. 117, 025706 (2015).

101



16. Pérez, E. et al. Impact of temperature on conduction mechanisms and switching 
parameters in HfO2-based 1T-1R resistive random access memories devices. J. Vac. Sci. 
Technol. B Nanotechnol. Microelectron. Mater. Process. Meas. Phenom. 35, 01103 (2017).

17. Rodriguez, N. et al. Resistive Switching and Charge Transport in Laser-Fabricated 
Graphene Oxide Memristors: A Time Series and Quantum Point Contact Modeling 
Approach. Materials 12, 3734 (2019).

18. Rana, A. M. et al. Endurance and Cycle-to-cycle Uniformity Improvement in Tri-
Layered CeO2/Ti/CeO2 Resistive Switching Devices by Changing Top Electrode Material. 
Sci. Rep. 7, 39539 (2017).

19. Mangalam, J., Agarwal, S., Resmi, A. N., Sundararajan, M. & Jinesh, K. B. Resistive 
switching in polymethyl methacrylate thin films. Org. Electron. 29, 33–38 (2016).

102



Chapter 7

Single QD based optical synapse

7.1 Introduction

In 1945 Jon von Neumann1 proposed digital computer architecture with

1 Processor: containing an arithmetic logic unit (ALU) and processing registers.

2 Control unit: with an instruction register and program counter

3 Internal memory: which contains all the data and the instructions

4 External memory: like hard drive, FLASH drive, solid-state drive, etc.

5 Input and output peripherals: keyboard, mouse, etc.

This design later became famous by the name of von Neumann architecture or the Princeton

architecture. However, this design had different sets of buses for instruction fetching and data

processing  and  as  a  result,  the  simultaneous  occurrences  of  these  two  operations  were

impossible, which costs overall processing time. This generic limitation later became popular

as  the  von  Neumann's  bottleneck.  A  slightly  advanced  version  of  this  architecture  was

recognized afterward, known as the Harvard architecture; this particular design had dedicated

bus lines for instruction read and data processing operations. Although the modern computers

apparently  appear  to  be  based  on  von  Neumann's  architecture  (since  the

instructions/programs and data are stored in the same memory), internally arranged separate

bus  lines  and  cache  memory  partially  circumvents  the  von  Neumann's  bottleneck.  This

arrangement is considered to be a modified version of Harvard architecture.

 For  the  past  eight  decades,  these  architectures  have  proven  their  efficacy  and  have

successfully led us to the fast computing era. But with growing demand in computing speed

and with the fast catching up of the artificial intelligence (AI), scientists and engineers have

started looking for the basic building blocks which are apt for heavy load computation and

parallel processing. The current memory technology like FLASH2 and the next generation

memory schemes such as MRAMs3, PCRAMs4, or even ReRAMs5 are not ideal for these

kinds of sophisticated operations. On the other hand, at present, the quantum processors are

operable only at sub-zero temperatures. That is why today's supercomputers and AI hardware

mainly relies on the software modifications and parallel processing systems constructed with

multiple processors/cores. 
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 To get the real essence of parallel computing and ultrafast computing, the challenge was to

design the basic building blocks that are ideal for such purposes. It did not take much time to

realize that similar computers already exist in the nature in form of neural networks in the

brain or the synaptic systems. Our brain does not comprise separate memory and processor,

rather relies on the network of the neurons (through the synaptic terminals) to process the

huge set of data. In a pursuit to mimic similar operations, the scientific community started to

fabricate  different  artificial  synaptic  systems  like  2-terminal6,  3-terminal7,  and  optical

synapses8.  The most recognizable property of a synaptic junction is  the “plasticity”9 of a

particular device. It is defined as the synaptic response to a particular stimulus that becomes

stronger (potentiation)10 or weaker (depression)11 with successive repetition of the event. The

methodology to realize these phenomena in an electronic system has been demonstrated in

detail in the next section of this chapter.     

7.2 Literature survey

Artificial synapses accept a pulse train (electrical or optical depending upon the type

of the synapse) as the input stimuli and produce a similar output with successively increasing 

Figure 7.1:(a) A 40ms input pulse train generates a successively rising pulsed output, (b)

PPF  response  gets  better  as  the  input  pulse  width  increases,  and  (c)  so  does  for

increasing  frequency  as  well;  courtesy  ref  (Balakrishna  Pillai  and  De  Souza  2017).
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pulse amplitude. The rate of increase of these pulses can be quantified from the ratio of one

pulse to its preceding pulse. This ratio is technologically termed as Pulsed-pair facilitation

(paired-pulse facilitation) or PPF12. The input signal can be fed with a 50% duty cycle and

varying frequency or with fixed on/off time and varying duty cycle. Pillai and De Souza's

work13 pictorially depicts  the previously mentioned measurement scheme in the figure7.1.

Pillai and De Souza fabricated a thin film transistor (TFT) based neuromorphic device with a

ZnO active layer and tantalum oxide (Ta2O5) as the gate dielectric. In the above diagram,

figure  7.1  (a)  the  increasing  height  of  spikes  (black)  indicates  the  learning  process  of  a

synaptic system. The second part shows, with an increase in the duty cycle of the input signal

how the PPF response becomes much more prominent. However, the last picture comes with

the most admiring result,  the PPF response or the final spike amplitude increase with the

increasing input frequency; it certainly draws an operational similarity with a high pass filter.

 Another recent work from Zidan et  al.  used a system of synaptic two terminal  ReRAM

devices and by employing a crossbar fashioned arrangement to solve a very complicated set

of partial differential equations for analyzing a set of complex mathematical equations14. We

have  already  established  this  far  that  depending  upon  the  conductivity  of  the  dielectric

ReRAMs operate either at state "0" or at state "1", but Zidan and his team modulated the

conductivity  of  ReRAMs  in  between  these  two  states  to  emulate  the  different  states  of

plasticity of a synaptic junction. As compared to Pillai's group this work mainly focuses upon

solving a real-life problem by a synaptic network or in other words it shows the massive

potential this technology holds for us in the near future. Zidan et. al. formed a set of matrices

of differential equations and broke down those matrices into a substantial number of sparse

matrices. These sparse matrices were separately mapped onto the crossbar matrix later on to

solve the aforementioned problem.

Figure 7.2: (a) shows the time evolution of a water wave, (b), (c), (d) the sparse matrices’
arrangement  across  the  crossbar  matrix  and  (d)  a  section  of  the  crossbar  matrix
showing one of the sparse matrix’s mathematical operation;  courtesy ref (Zidan et al.
2018).
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S. Seo’s work in 201815 drew a different perspective in their work. Their entire work

was dedicated to a very specific synaptic system, which is abundantly found throughout the

fauna kingdom, the optical synaptic junction; the eye. Their system at the very core was a

series connection of an optical sensor and an electrical synaptic device. The optical sensors

reacted differently to different wavelengths of light and that was recorded in the synaptic

network in form of different weights. This collection of sensors and the synapses along with

the wavelength-dependent weights was successfully able to detect the difference in the RGB

ratio of a particular illumination, thus mimicking a human eye. 

Figure 7.3: (a) schematic of a human optic nervous system with the circuit diagram and

device configuration and (b) different conductance response for different wavelength

stimuli; courtesy ref (Seo et al. 2018).

 However, a practical human optical network does not have a separate sensor and a synaptic

system built-in;  rather,  the  sensors  (rod  and  cone  cells)  are  the  sensing  extreme  of  the

network and the synaptic junction of the same neuron in the brain (along with other synapses)

form the processing environment. To simulate this behavior we required an optical sensor

with synaptic plasticity.  This kind of system requires the condition that the output spikes

should be characterized by a slower decay time with respect to the rise time. We monitored

individual  MoS2 (molybdenum disulfide) quantum dots (QDs)16–18 in a scanning tunneling

microscope (STM) and under certain voltage bias when exposed to ultraviolet (UV) pulse, a

sudden rise in tunneling current (conductivity) was observed with slower decay time. The

following figure corroborates the aforementioned scenario. 
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Figure 7.4: (a) STM image of a channel of MoS2 QDs, (b) a magnified section of the

same and (c)  a  photocurrent  spike when the  tunnel  junction is  illuminated with an

ultraviolet  pulse.  The  generation  time  constant  (τg  in  red)  and  recombination  time

constant (τr in blue) are obtained from the exponential fits the data.

Figure 7.4(a) and (b) are STM images of a QD trail and a zoomed-in portion respectively. In

figure 7.4(c) we can see the generation time constant (τg=0.73s) is significantly lower than the

recombination/decay  time  constant  (τr=0.95s)  for  a  two-second  pulse.  Since  the

recombination process is much slower than the generation process, theoretically these QDs

can serve as an ideal optical synapse. Exciton (strongly bound electron-hole pair) generation

upon optical excitation in metal dichalcogenides including MoS2 has been reported earlier19

and their optoelectronic properties have been quite extensively explored. Although the optical

synaptic properties of MoS2 still remains an uncharted territory and this chapter intends to

throw light on it.

7.3 Experiments

The MoS2 QDs were prepared by liquid-phase exfoliation method. These QDs were

dropped cast on HOPG (highly oriented pyrolytic graphene) and mounted inside an STM.

The samples were kept at constant voltage stress of 0.5V, while the tunneling current being

monitored in a separate window. An Arduino based LED controller was mounted and the

light  was focused through a  convex lens  to  illuminate  the QDs with  optical  pulses.  The

current experiment was subdivided into the following four sub-sections.

We measured the PPFs of the QD tunnel junction as a function of

a Energy of the illuminated light,

b Duty cycle of the input pulse train,

c Frequency of the input pulse train and

d QD size.
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The following two diagrams schematically illustrate the experimental setup used to perform

this  work  and  its  promise  as  an  alternative  to  an  intelligent-biological-optical-network

respectively.

Figure 7.5: Experimental setup; an array of QDs drop cast on a HOPG sample and

mounted inside an STM to monitor the output spike sequence under optical  pulsed

stimuli.

Figure 7.6: MoS2 QDs’ system can potentially be used as an AI alternative to the rod

and cone cells of a biological system

7.3.1 PPF as a function of illumination energy

We measured the local density of states (LDOS) of the individual quantum dots employing

the differential conductance method. The bandaps of the quantum dots were measured from

the LDOS measurement. The following figure shows the density of states and the bandgap of

a single QD, of which the bandgap has been calculated to be around 3.2 eV.
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Figure 7.7: Bandgap of single MoS2 QD estimated from LDOS measurement.

In order to excite  the QD optically,  it  is evident  that we need equal to or higher energy

illumination that would generate a substantial amount of excitons. To verify this hypothesis,

the tunnel junction was illuminated with two different wavelengths, as shown in figure 7.8. A

pulse train of 2-second on and 2-second off was used to excite a selected QD. As seen from

figure 7.8, the tunneling current does not respond to the illumination by a red photon of

wavelength ~670 nm, but it clearly responds to the UV photons of ~365 nm wavelength.  

Figure 7.8: A comparative PPF study with UV (~365 nm) and Red (~670 nm) pulses of a

MoS2 QD.  The  absence  of  PPF under  red  illumination  is  a  clear  indication  of  the

dependence of QD’s synaptic response on its bandgap.

7.3.2 PPF as a function of Duty cycle

It is evident from the figure that the UV pulse train was able to render a positive PPF (blue

colored plot) of 1.25±0.10 and red led pulse failed to generate enough excitons to cause any
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potentiation plasticity (red-colored plot). It should be noted that for an optical stimulus it is

not possible to study the depression plasticity.

 Next, the PPF response was measured as a function of the duty cycle of the input optical

pulses. Since it is already verified that the recombination is a slower process in this system,

by keeping the on-time constant we reckoned if the off time keeps on shrinking, whether the

subsequent spikes will be stronger; therefore, delivering a better PPF.  In the first part, the on-

time  was  fixed  while  the  off-time  durations  were  varied.  The  following  plot  shows  the

response with the on-time remaining constant, and off time-varying as 5, 3, and 2 seconds. It

is clear that the PPF value increases with decreasing off time. With slower recombination, the

second input pulse always starts at a higher value, as the entire generated electron-hole had

not decayed out yet. A smaller off time ensures a larger head start, which eventually leads to

a stronger follow-up spike. 

Figure 7.9: (a) PPF response of 3s on and 5s, 3s, 2s off-time pulse trains, (b) a schematic

representation of the increasing PPF phenomena, and (c) is the calculated PPF as a

function of duty cycle and frequency (inset).

In  figure  7.9(b),  we  have  depicted  the  real  scenario  of  the  previous  discussion.

Correlating the input light pulse with the output sequence, one can easily affirm that a smaller

off time leads to a higher starting point, hence producing stronger PPF response.

 In the next section of the experiment, we kept the off-time constant and varied the duty cycle

by  changing  the  on-time.  Although  the  observed  result  was  apparently  similar,  i.e.  an

elevated PPF as a function of duty cycle, the reason was different from the earlier case. 
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Figure 7.10: (a) PPF response of MoS2 QD with constant off time and varying on time,

(b)  a schematic  representation of  increasing PPF phenomena,  and (c)  the PPF as  a

function of duty cycle and frequency (inset).

We measured the generation time constants (τg1 and τg2) and recombination time constants (τr1

and τr2)  for different  on pulses  by fitting  the rising and falling  curve with the  following

equations.

I=I 0+A1 e
(t−t0 )/ τg 1+A2 e

(t−t 0)/ τ g2 (7.1)

I=I 0+A1 e
− (t − t0 )/ τr 1+A2e

− ( t−t 0) / τr2, (7.2)

where I is the tunneling current and t is the time.

The  obtained  result  shows  a  very  general  trend  of  decreasing  nature  of  generation  time

constant with increasing time. Since a lower time constant suggests a faster increase in the

current magnitude; this result is a direct reflection of the fact that more exposure to the light

causes a proliferation of excitons in our QDs. However, a greater on time does also mean

higher output amplitude or more excitons (as the current will keep on increasing as long as

the light is on), and based on that, our earlier argument could not be decisive enough. For

further insight, we studied the decay/recombination time constant, and from the analysis, it

became evident that the recombination process slows down when the system contains more

electron-hole pairs; thus providing a stronger starting threshold for the next spike.
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Figure 7.11 (a): the generation time constant shows a vague decreasing trait with the

pulse on time and (b) the recombination time showing similar trend with the on-time as

well.

Equation  (7.1)  will  show a  faster  increase  in  the  y  value  with  lower  τg  and  vice-versa.

Drawing correlation from this logic we can safely assume that figure 7.11(a) concludes that a

larger illumination time results in a larger number of exciton pairs, all with a slow decay

time-constants. On the other hand, a lower or higher value of τr in equation (7.2) will show a

faster or slower deviation in the y value respectively. Figure 7.11(b) illustrates τr's behavior

with on time and clearly suggests a slower rate of recombination when there is already a

larger presence of electron-hole pairs in the system.

 In the next experiment,  we illuminated the QDs for 2 seconds followed by a relaxation

period of 8 seconds. The exciton generation in the QDs does reflect in the output data in form

of spikes but fails to show any significant PPF. From the earlier discussions, we can safely

assume that the larger relaxation period with respect to the on-time provided enough time for

the recombination process to take place and hence the result. 

 

Figure 7.12: With a much larger off time the QDs do not show any plasticity. 
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In the above figure, a broader off time relaxes all the electro- hole pair which eventually

brings down the current amplitude and results in an unsuccessful attempt to generate PPF in

the system. In a pursuit to obtain sufficient PPFs, the off-time was shrunk down, starting from

5seconds to 50 milliseconds while sticking to the same on-time duration (2 seconds). The

following set of figures illustrates the obtained output and the calculated PPF as a function of

the duty cycle.

Figure 7.13 (a): The output for different off-time durations for 2 seconds of on-time (b)

the calculated PPF as a function of the duty cycle for the same, (c) the output response

for different off-time durations for 3 seconds of on time and (d) its PPFs as a function of

duty cycle.

The analysis revealed the QDs to show the least PPF (~1.008) when the off-time was at its

peak (i.e. 5 seconds) and the PPF itself reached at its best (~1.26) when the relaxation period

was the least (50 milliseconds) in figure 7.13(a) and (b). A similar trend has been observed

for 3 seconds of on time and with different duty cycles, as demonstrated in figure 7.13(c) and

(d).
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7.3.3 PPF as a function of frequency

In this section, we had fixed the duty cycle to 50% (i.e. on time and off-time durations

are  identical)  and  varied  the  time  period/frequency  of  the  input  signal  to  study  the

photocurrent response of the MoS2 QDs. A set of pulse trains of time period ranging from 4

seconds (2 seconds on-2second off) to 40 milliseconds (20 ms on-20 ms off) were fed to the

circuit to study the neuromorphic behavior. Since it was difficult to stick to a single QD and

perform the entire investigation without drifting the STM-tip off, we decided to cram 2s time

period to 40ms time period pulse trains in a single signal and a separate pulse train signal for

4s  time  period.   The  following  are  the  pictorial  depiction  of  the  acquired  data.

Figure 7.14 (a) output response corresponding to 4s time period pulse train, (b) 2s time

period input shows the superior PPF response; most common, (c) 1s time period input

shows the superior PPF response; occurs less often and (d) the calculated PPF as plotted

as a function of time period.

The first figure 7.14(a) illustrates the synaptic behavior for a 2s-2s input signal with a PPF

response of 1.32±0.17. Figure 7.14(b) and (c) show the same for the rest of the pulsed signals

and it is evident that the most aggressive outputs were from 1s-1s and 0.5s-0.5s input pulses

respectively.  It is important to note that, statistically the superior PPF response was more
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probable in 1s-1s pulse inputs than the 0.5s-0.5s ones. The rest of the pulsed signals failed to

render PPFs as significant as the aforestated ones. Careful observation from the generation

and recombination  time constants  revealed  the reason behind this  behavior  and has been

graphically illustrated in the following figures.

Figure 7.15 (a) a combined representation of rise and decay time constants at different

on times and (b) rise to decay time constant ratio showing the maximum PPF occurs

when the decaying process is slowest and rising process is the fastest

7.3.4 PPF and quantum confinement

In the earlier discussions, it has already been pointed out that a lower τg would suggest a

faster generation process and a higher τr would suggest a slower decay process, therefore such

a combination would yield the best PPF response. By plotting τg and τr separately (figure

7.15(a)) and as a ratio of τr/τg (figure 7.15(b)), it became quite clear that at 0.5s-0.5s and 1s-1s

pulse inputs, the data set is at the highest strata in the entire τ r/τg spectrum and thus generating

the maximum PPFs in figure 7.15(d).

Figure 7.16: (a) The spiked output response of MoS2 QDs with varying size and (b) the

corresponding PPF.
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Finally,  we  investigated  the  consequence  of  quantum  confinement  on  the  neuromorphic

response of the MoS2 QDs. Three different sizes of QDs were drop-casted on the HOPG

sheet and were exposed to a train of 2s-1s pulses (duty cycle=66.7 %).  It is well known for

QDs to exhibit a larger bandgap due to quantum confinement when the size decreases. We

predicted this confinement (due to size variation of the QDs) might slow down the decay time

of the output spikes and thus modulating the PPF output. As we have seen earlier a slower

decay process can significantly influence the PPF output, the same nature of output can be

safely predicted in this scenario as well. In the following set of figure, we have presented the

output response and the calculated PPFs for different sized QDs. Figure 7.16 (a) shows a

clear difference in the output magnitude and how it is greatly influenced by the size of the

QDs. The calculated PPF is plotted in figure 7.16 (b). To study the reason leading to this

behavior, the decay time constant was measured from the single pulse response of the QDs'. 

.

Figure 7.17: (a) and (b) are the calculated decay time constant from the single pulse

response of a 200nm2 and a 10nm2 QD respectively, (c) a set of decay characteristics for

different sized QDs and the calculated τrs for various sized QDs.

116



Figure 7.17 (a) and (b) show the decaying nature and their respective calculated τrs for

two  different  sizes  of  QDs.  Figure  7.17  (c)  is  a  comparative  portrayal  of  the  decay

characteristics of different QDs; the calculated τrs of the same being plotted in figure 7.17 (d).

This demonstration undoubtedly suggests that, as predicted previously the decay time slows

down as the QD size decreases; therefore, the improvement in the PPF response.

7.5 Conclusion

In this chapter, we have demonstrated the measurement and analysis of a novel optical

neuromorphic system based on quantum dots. To quantify the synaptic behavior of such a

device, we measured the PPF as a function of wavelength, duty cycles (on time constant with

off-time varying and vice-versa), frequency, and QD size. From the obtained band gap of the

QDs (by local density of state measurement) we predicted that the plasticity can be observed

in UV periphery and the devices delivered the same while failing to show anything at a lower

energy illumination (red light). As a function of duty cycle, we observed more pronounced

PPFs at higher duty cycles. From the rise time and decay time calculation, it was concluded

that a larger on-time assures a larger exciton generation and hence a higher PPF. However,

for different frequencies (with a constant duty cycle of 50%) the most enhanced PPF response

was  observed  at  1s-1s  and  0.5s-0.5s  input  cycles,  while  showing  significantly  lower

responses in higher and lower frequencies. It should be noted that with on-time remaining

constant if the off-time is reduced the input signal frequency increases and for such an input,

the observed response resembled a high pass filter response. With the off-time remaining

constant and varying on-time would suggest a lower frequency with a higher duty cycle; the

PPF continued to climb with the increasing duty cycle, thus rendering a close resemblance

with a low pass filter. On the other hand, in case of frequency input study the output spectrum

draws more alikeness  with a bandpass filter  output.  The next  set  of figure schematically

shows the expected output spectrum of a high, low, and bandpass filter respectively.
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Figure 7.18: a generalized depiction of the output of a (a) high-pass, (b) low-pass, and

(c) bandpass filter respectively.

One can easily identify the similarity of these pictures with figure 7.9 (c), 7.10 (c) and 7.14

(d)  and  verify  the  above  claim.  Our  interesting  finding  was  the  influence  of  quantum

confinement in the output response of our QD based synapses. With a smaller footprint, the

quantum  confinement  became  much  stronger,  causing  a  slower  decay  (verified  from  τr

measurement) and hence delivering a better PPF.
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Chapter 8

An alternative to a selector: Gate dependent switching

8.1 Introduction: Influence of sneak-in-leakage

Despite all the advantages ReRAM has and the intriguing promises it holds for the

future,  there  are  still challenges  in  designing  Resistive  switches  which  are  delaying  this

technology entering the market. Limiting the set and reset voltage distribution to a minimum

level is a major concern for this technology. Previously published works have shown how

drastic  the  switching  behavior  can  be,  depending  upon  the  dielectric,  the  deposition

technique,  the doping profile, etc. One interesting finding was reported by Ielmni1, which

showcased the variation of the set/reset voltage with time; the detrimental effect of the metal

ion  diffusion  resulting  in  this  inevitable  consequence.  In  addition  to  that,  not  only  the

switching voltages but also the dependence of the off-current and on-off ratio on several such

factors adds another degree of unpredictability in this technology. As we discussed in chapter

6,  we  observed  the  change  in  switching  voltage  and  their  distribution  as  a  function  of

dielectric thickness and how they can affect the reliability of such a device. In chapter 3 we

have witnessed how the size of an electrode, the grain, and grain boundary distribution under

it  can heavily  influence  the set/reset  voltages  of a polycrystalline layer;  the most pivotal

finding from the work was the larger switching voltage distribution with smaller electrode

size.  This  brings  us  to  call  for  a  solution  or  a  counter  logic  that  can  minimize  this

unpredictability.  Moreover,  this  kind of unpredictability  (especially  on-off  ratios  and off-

currents) can give rise to sneak-in-leakage; which consequently affects the overall reliability

of  an  on-chip  ReRAM matrix.  We know that  unprecedented  miniaturization  is  a  salient

feature of this technology and exciting possibilities have been reported numerous times. On

the  other  hand,  both  vertical  scaling  (chapter  6)  and horizontal  scaling  (chapter  3)  were

observed to introduce unpredictability in switching behavior. In light of this situation,  we

reckoned that this is the right time to address this problem and venture for a solution.

 To  showcase  the  unpredictability  and  random  behavior  resulted  from  a  selector-less

switching matrix,  we fabricated Al2O3 based crossbar2,3 devices (16×16) and compare the

results  with  its  individual  counterpart.  An  FTO coated  glass  was  chosen  as  the  bottom

electrode (BE). The FTO substrate was patterned into 16 parallel lines followed by an ALD

deposition  of  15nm thick  Al2O3 layer.  The top  electrode  (TE)  was  deposited  through an
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appropriate shadow mask in form of 16 parallel lines perpendicular to the BEs. Perhaps the

next diagram will walk us through the complete fabrication process.

Figure 8.1: The fabrication process was started with (a) a patterned conducting FTO on

glass base as the bottom electrode and then (b) the oxide layer was deposited by thermal

ALD. The (d) silver top electrodes were deposited by using a (c) shadow mask in a

thermal evaporator.

Please note that to simulate a real-life scenario we left a few random switches in on-state in a

crossbar and carried out our investigation. 

Figure 8.2: (a) Individual ReRAM devices and (b) the crossbar counterpart

Almost all the devices under inspection in individual device structures behaved identically (in

terms of switching voltages and on-off ratio). However, devices from the crossbar structure

demonstrated different switching behaviors and resistance dynamics at HRS and LRS. Figure

8.3 perfectly illustrates a switching dynamics of 30 consecutive cycles of an individual cell.

Figure 8.3: Switching characteristics of an individual cell.
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The following examples are three different switching cells from the same crossbar structure

portraying different switching cycles and on-off distributions.

Figure 8.4: (a) 10 consecutive switching cycles for (a), (b), (c) three different devices

from a crossbar device, and (d) the measured mean on-off ratio. 

The contrast in switching behavior between the individual devices and the crossbar devices is

quite pronounced in figure 8.3 and 8.4. Moreover, the individual devices show a consistent

on-off ratio of the order of 103 for all the devices, on the contrary, this ratio varies throughout

the matrix in a crossbar, demonstrating the effect of sneak-in-current4. By observing figure

8.4(a) and (c) one can easily identify the difference in switching dynamics as well. A proper

ReRAM chip with  these limitations  will  certainly  be prone to  suffer  from varying noise

margin  (especially  the  one  with  low  on-off  ratio),  high  sneak-in-current  mediated  false

reading, etc. Another trivial difference between these pictures is the spread of set and reset

voltages among them; apart from the afore mention drawbacks, if a crossbar structure also
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induces larger spread in switching voltages, then it will cost us the reliability of a device as

well.

Figure 8.5: The Weibull slope (written at the top) from the set and reset distributions of

Individual  devices  (“I_set”  and  “I_reset”)  clearly  surpass  the  slopes  from crossbar

devices (“C_set” and “C_reset”). 

The "I" stands for individual  device and the "C" stands for crossbar device in the above

figure. The smaller Weibull slopes in crossbar devices show the detrimental effect a crossbar

can have on the reliability of such technology if not monitored by selector devices. Rather

than going with a conventional selector device, we theorized an inbuilt selector option will be

much more convenient for this technology.  The easiest way to achieve such an alternative is

if we can figure out to squeeze a third terminal, which can provide us the opportunity to

electrically control the switching dynamics of a ReRAM switch. A thin film transistor (TFT)

structure was the closest structure that could hypothetically promise us a switching medium

in form of a channel and a third gate terminal to achieve extra control.

In this chapter, we will introduce a reliable technique to control the basic operational

parameters  of ReRAM devices  using an external  gate  voltage,  which gives  an additional

degree  of  freedom in the  device  performance.  The basic  mechanism behind the  set-reset

process being the alignment of charges (ions and vacancies) and an external gate voltage can

influence the onset of these processes. The advantage of this technique is that regardless of

the material/electrode combinations, the device parameters can be externally controlled in a

ReRAM device with thin film transistor (TFT) configuration. In addition, the standard CMOS

process technology can be employed to fabricate the device arrays in an integrated chip. This

study is a proof-of-concept of the gate-controllability  of ReRAM set/reset  parameters.  To

demonstrate this, we employed partially reduced graphene oxide (rGO) as the active layer in

a  thin  film  transistor  configuration,  due  to  its  ability  to  switch  at  lower  electric  fields
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compared to the conventional highly resistive oxides. Here, we show that the set voltage can

be altered very controllably in ReRAM devices. Further, this letter elaborates on the possible

mechanisms by which the gate voltages influence the set voltage of the devices.

8.2 Literature Survey

8.2.1 Thin film transistor (TFT)

A conventional MOSFET has atop gate configuration with the substrate serving as the

induced channel site and the source and drain (after doping) as well. They generally operate

in the inversion region. A TFT5 however, comprises of metallic source and drain separated by

the active channel; layer with a top or bottom gate (in which case the substrate acts as a gate).

TFTs  mostly  operate  in  the  accumulation  region.  Please  see  figure  8.8(a)  for  further

clarification.

8.2.2 Graphene vs. Graphene oxide (GO) vs. reduced Graphene oxide (rGO)

Graphene6 is a well known 2D material with carbon atoms connected to each other by

sp2 bonds to form the familiar  hexagonal structure.  Graphene can be oxidized to connect

several functional groups with the carbon atoms to form a non-conducting ecosystem of sp3

hybridized carbon atoms. A partial reduction on GO7 results in the formation of rGO8, which

is a collection of randomly distributed Graphene and GO islands, resulting in an alternating

conducting and non-conducting (semi-conducting) layer (see figure 8.12). Grapheme being a

conducting layer has more applications in TFT and electrode applications. Go on the other

hand acts as a very good insulator and hence, is a favorite in switching devices. However,

rGO  is  semiconducting  in  nature  and  can  be  easily  tuned  during  the  reduction  process

(Modified Hummer's method9); therefore, it can be engineered as the application demands.

8.3 Experiment and sample preparation

Our devices were fabricated by spin-coating rGO powder dispersed in chloroform (1

mg in 10 ml) on a p-type Si substrate (resistivity 1–10 Ω cm) with 60 nm thick SiO 2 layer on

it.  Silver electrodes (200 nm thick) were thermally evaporated through a shadow mask to

form TFTs of channel lengths varying from 50 µm to 150 µm. Graphene oxide was derived

from graphite powder by standard Hummers’ method followed by reduction by hydrazine10 to

get rGO. Raman spectroscopy (RENISHAW InVia Raman Microscope) was employed to

study the percentage of GO reduction, and Scanning Tunnelling Microscopy (Quazar Tech.

New Delhi, India) was used to map the local tunnel current of rGO. The current-voltage (I–
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V) characteristics were measured using a Cascade Microtech four-probe station connected to

Agilent B1500A parametric analyzer, and the endurance data were measured with Agilent

B2912A source measurement units. 

8.4 Results and discussions

8.4.1 STM imaging and LDOS

The Raman spectrum (figure 8.6(a)) of GO shows the typical D (at ~1351 cm -1 ) and

G (at ~1584 cm-1 ) bands with a 2D peak at ~2708 cm-1 . 

Figure 8.6: (a) Raman spectra of an ensemble of GO (red) and RGO (black) samples.

The decrease in the intensity ratio of D and G bands (ID/IG) signifies the proportionate

decrease of defects and the increase of sp2 hybridization states. (b) Secondary electron

image of the rGO layer showing a continuous single-layer sample. 

For GO, the intensity of the D-band is higher compared to the G band, with ID/IG to 1.2.

Upon reduction with hydrazene, the intensity ratio reduced to 0.81, indicating that the defect

density in the system has been reduced due to partial restoration of sp2 hybridized graphene in

the sample11–13. The disappearance of the 2D peak after reduction indicates that agglomeration

of the graphene layers might  have happened after  reducing GO. Figure 8.6(b) shows the

secondary electron image of the rGO samples, showing a single-layer graphene. However,

agglomeration of the layers occurs in the solution, resulting in multiple stacks of rGO in the

powdered sample.
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Figure 8.7: (a) STM image of rGO film, where the regions with atomic resolution show

the graphene (site A), and the vague area is where the epoxide is present (site B). (b)

The local density of states measured with STM at sites A and B, showing the opening of

a bandgap at site B indicating the presence of unreduced GO. 

The STM image of the rGO (measured at 0.5 V and 1 nA) is shown in figure 8.7(a),

which clearly demonstrates regions with and without atomic features (named as sites A and

B, respectively). The regions with atomic features are pristine graphene, and the vague area is

where epoxy groups (C-O-C, -OH, etc.) are present14. The tunnel currents measured at sites A

and B are drastically different (not shown here), specifying that site B is less conducting than

site  A.  This  indirectly  points  out  the  presence  of  an  oxide  with  a  nonzero  bandgap.  To

confirm this, the local densities of states (LDOS) were mapped by measuring dI/dV curve of

the sample at the sites A and B. When the tip stands sufficiently far from the substrate, the dI/

dV measured will be proportional to the local density of states (LDOS) of the sample15. Thus,

figure 8.7(b) shows the representative LDOS measured at a frequency of 2.5 kHz. The local

band structures  evidently  differ  at  locations  A and B;  there is  no bandgap at  sites  A as

expected for pristine graphene and a bandgap of 2.5 eV is evident at site B, confirming that

the vague regions are indeed unreduced GO.
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8.4.2 Switching and set voltage distributionFigure 8.8: (a) The ReRAM device in the

transistor configuration, with GO/rGO active layer; (b) Resistive switching of rGO in

the active channel, shown for two different devices. (c) The forward and reverse I-V

characteristics in log-log scale, showing regimes of different slopes.  

Figure 8.8(a) shows the schematic diagram of the rGO transistor used in this work.

During the drain voltage (Vd) sweep, rGO exhibited reproducible resistive switching from the

intrinsic high resistance state (HRS) to a low resistance state (LRS) as shown in figure 8.8(b).

The on/off ratio of the devices reported here is ~104 (with the off-current in 100 pA and on

current in micro-Ampere). The switching behavior is not strictly bipolar, because the devices

did not require a negative voltage to switch it OFF. Once it was ON, sweeping the voltage

down to 0 V across the electrodes was enough to turn the device off (back to HRS). This

indicates that certain healing mechanism is acting behind the reset process, which will be

discussed later in this chapter. Figure 8.8(c) shows the I–V curve in log–log plot to identify

the conduction mechanisms.

Figure 8.9: (a) Resistive set process along the rGO channel with a gate voltage variation

with  a  step  size  of  1V and (b)  a  similar  measurement  was  repeated with  a  voltage

increment step of 2V.  
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Figure 8.9(a) and (b) shows the resistive switching of rGO under the gate control voltage

varying from 0 V to 9 V by a step increment of 1 V and 2 Vs, respectively. Clearly, the set

voltage is found to increase with the gate voltage, demonstrating the controllability of the set

process with an external bias.

Figure 8.10: The set voltage is  plotted as a function of the applied gate bias on the

silicon substrate.

Figure 8.10 shows the dependence of the set voltage on the gate bias. In this experiment, the

shift in the set voltage was observed only for the positive gate bias, since the formation of a

thick  depletion  region  will  subdue  the  gate  capacitance  in  the  reverse  biasing  (negative

biasing to the p-type silicon substrate), and therefore, no shift in the set voltage lower to the

zero-bias set voltage was observed. This result is very exciting because it not only can evade

the time degradation of a device but also can avoid accidental switching. However, often gate

leakage  current  can  contribute  to  these  sorts  of  results  and  can  lead  to  several

misinterpretations.  To  confirm  the  legitimacy  of  these  observations  the  leakage  current

inspection was mandatory. 

 

Figure 8.11: The leakage through the gate was more than ~103 orders of magnitude

lesser than the output current.
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From figure 8.11 one can easily  affirm the measured output was hardly mediated by the

negligible gate current.

 The  set  and  reset  processes  of  GO and  rGO based  memory  devices  have  been  widely

discussed in the literature, concluding that the underlying mechanism could be either surface

oxygen migration15, absorption/desorption of oxygen-related groups from GO migration of

the electrode atoms, or both effects together16,17. Among these, the surface oxygen migration

or  absorption/desorption  mechanism  of  the  epoxy  groups  seems  to  be  a  more  viable

mechanism in the switching observed here. We can justify this with the following arguments:

the  devices  reset  naturally  by  itself  when  the  sweep  voltages  gradually  reduce  to  zero,

indicating that the switching is not due to the migration of the electrode atoms. Interestingly,

the log(I)–log(V) plot of the set process shown in figure 8.8(c) shows an Ohmic regime (I∝V)

until the breakdown, and no space-charge limited current (SCLC) regime (I∝V2) is observed

in the pre-set biasing. The current remains in few tens of pA until the switching occurs (with

a slope 1). The slope of the post-breakdown region in the log–log plot is 1.76, indicating that

both  Ohmic  and  SCLC  conduction  mechanisms  are  responsible  for  conduction  after

switching15. The abrupt change from Ohmic conduction to the set process indicates that the

set process in this case is due to a spontaneous occurrence of a collective migration or an

avalanche effect. If it is a breakdown induced by an electron avalanche, it would not be a

reversible process and no reset will be observed. Hence, we can conclude that the set process

originates  from an electric  field  induced collective  migration  or  desorption  of  the  epoxy

groups from the unreduced regions.  The DFT calculations  of  Li  et  al.  point  out  that  the

hopping barrier for an isolated epoxy group is as high as 0.9 eV18, and the large set voltage

we observed must  be related to the collective migration of such groups on the graphene

surface. The presence of the space-charge limited conduction in the post-breakdown regime

shows  that  the  forced  migration/desorption  of  the  epoxy  groups  leaves  defects  behind,

possibly  originating  from  ripping  off  the  sp3 hybridization  of  the  carbon  atoms  in  the

graphene lattice.
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Figure 8.12: A schematic representation of GO and Graphene distribution along an

rGO layer and how an electric field influence (a) sp3 to (b) sp2 hybridization causes ease

of electron transport and hence a conducting path and (c) an rGO layer. 

From figure 8.10, the shift of the set voltage on applying a positive gate bias is evident. The

epoxy groups are negatively charged and the applied positive bias enhances their hopping

barrier. In other words, in the presence of a positive bias from the gate, it takes a larger lateral

electric field for the onset of the migration process. The relation between the gate voltage and

the switching voltage is nearly exponential with a large exponent; the dotted line in figure

8.10 is a fit with an empirical relation VSet=V0 exp (VG/), where  is an exponent with the

unit of voltage. Comparing to the lateral electric field (Vd/150μm), the field due to the gate

(Vg/60nm) is very large, which explains the large exponent of  = 14.7 ± 3.4V to fit the data.

In other words, the migration of the epoxy group is strongly hindered by the gate bias, and

the energy required to initiate the collective migration is exponential to the gate voltage. 

Figure 8.13: (a) The plot between VSet-VG and the gate voltage VG. (d) The dependence of

off-state conductance on the gate voltage. The dotted line in red is an exponential fit to

the data.
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Figure 8.12 (a) shows a schematic diagram of the proposed mechanism, where the off-state

(HRS) is due to the hindrance of the carriers by the sp3 hybridized carbon atoms at epoxide

sites. As figure 8.12 (b) illustrates, the electric field forces the epoxy groups to migrate to

another carbon site. If this migration happens to an energetically unfavorable site, they will

migrate back to their original positions when the field is reduced. The plot between VSet-VG

and VG (assuming voltage linearity with VG) roughly shows the energy required by the epoxy

group to migrate to a neighboring favorable location. Though there is a slight increase in VSet,

VG values, the plot is fairly linear with an average value of 4.84 6 0.41 V. Referring back to

the work of Li et al.18, this would correlate to the energy gain (5.5–4.8 eV) of the epoxy group

binding to the hexagonal lattice of graphene resulting in broken epoxy groups. Figure 8.13(b)

shows the variation of the Off-state conductance of the devices with increasing gate voltage.

The off-state (Ohmic) conductance reduces exponentially with the gate bias, indicating that

the hopping barrier for the free electrons exponentially increases with the gate bias. A similar

exponential increase in the hopping barrier for the epoxy group can also be anticipated. Also,

the  current  in  the  reverse  sweep does  not  follow the  Ohmic  and SCLC behavior,  rather

demonstrates an abrupt switching down to OFF state near 1 V. These factors point out that a

collective  electric-field-induced  forced  migration  mechanism  of  the  epoxy  groups  is  the

origin of switching in rGO films. The recovery of switching state when the field is reduced in

the present experiments shows that the epoxy groups could be migrating to an energetically

unfavorable position so that they retrieve their original positions when the field is reduced.

To  test  the  reliability  and  repeatability,  the  devices  underwent  endurance  test.

Current-voltage  characteristics  are  given  in  figure  8.14  for  two  different  gate  voltages.

Endurance of the device was measured between voltage windows of 3 V–9 V for 100 cycles

with  different  gate  biases.  At  both  the  biases,  the  device  hardly  shows  any  type  of

degradation, thus confirming its stability.
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Figure 8.14: Endurance of the device measured at voltage windows of (a) 3V and (b) 9V

for 100 cycles with different gate biases (0V and 6V).

8.5 Conclusion

In conclusion, we demonstrate here that using a gate bias, the switching voltage of a

ReRAM device can be controlled. In the present scenario, we employed rGO as the active

medium for switching, since lateral conduction is easier in this material due to the migration

of  epoxy  groups  on  graphene.  Therefore,  a  simple  TFT  configuration  was  sufficient  to

demonstrate the gate-controlled switching. The switching voltage appears to vary as a slow

exponential of the gate bias with a nearly linear relationship. The influence of the gate bias is

modeled  on  the  basis  of  the  increased  activation  energy  of  the  epoxy  groups  under  the

external  bias.  Our  proposed  scenario  is  simple  to  integrate  into  the  standard  CMOS

technology, where the TFT and memory element could be integrated together and would help

in  resolving  the  challenges  related  to  unifying  the  operational  parameters  of  devices

fabricated with different materials and process technologies. Though the dimensions of the

devices reported in this letter (50–150 µm) are considerably large compared to the current

CMOS  nodes,  using  the  standard  CMOS  process  technology,  scaling  down  the  device

dimensions to sub100 nm is straightforward.

The two major  problems outlined  in the introduction  section were the set  voltage

unpredictability and the off leakage’s influence on the sneak-in-leakage. A major part of this

chapter was dedicated to find a counter solution of the first limitation and from figure 8.9 and

8.10 it  can  be  inferred  that  we successfully  engineered  a  solution.  However,  the  second

problem remained apparently unchecked. Although, a careful deduction of figure 8.13 (b)
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should suggest the controllability of the sneak-in-leakage as a function of gate voltage has

also been achieved. With an increasing gate bias, the off current seemed to reduce; this gives

us a perfect opportunity to manipulate the off-current with a third terminal as well.

Figure  8.15:  The  dotted  lines  for  the  respective  set  process  show  the  off-current

lowering with higher gate voltage. 

This figure shows the decrease in HRS current with an increase in the applied gate bias, as

also  previously  pointed  out  in  figure  8.13(d)  in  terms  of  off-conductivity.  Therefore,  by

tuning the gate voltage one can easily keep the sneak-in-leakage under check, especially for

the devices which are under V/2 and V/3 bias, in which case the sneak-in-current can increase

drastically. The set voltage and off-current tuning option embedded in a single device in form

of  a  third  terminal  should  offer  exciting  opportunities  to  this  technology  (in  terms  of

reliability, protection against accidental switching, and sneak-in-leakage modulation).
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Chapter 9

Conclusion and future works

9.1 Introduction

We have already covered the summary of each and every chapter in their respective

"conclusion" sections. In this chapter, we will revisit those summaries one more time, chapter

by chapter, and will try to provide an intuition about the work or the set of works that should

logically follow our contributions for further insights and development of the technology.

9.2 Revisiting the chapters and future proposals

Chapter 1

Discussion

In this chapter, we have introduced the evolution and the impact of data storage in our

daily life. The chapter started with a brief discussion of the early electronic storage solutions

and  gradually  moved  through  all  the  iterations  before  settling  down  to  FLASH  storage

solutions.  A  fairly  thorough  discussion  of  FLASH  based  memory,  its  working  scheme,

architectural  options  (NAND  and  NOR),  modern-day  problems  and  attempted  solutions

covered  a  significant  chunk  of  this  section.  This  part  was  really  important,  because,  to

understand a next-generation storage solution (like ReRAM), the understanding of drawbacks

of the current technology is of utmost importance. In addition to that, different non-volatile

memory alternatives such as MRAM, PCRAM, and atomic switch were also given enough

limelight. The physics behind their operation and what causes their hindrance to come out as

the next memory solution were also covered afterward. After setting up a base, the chapter

took a turn to finally introduce Resistive Random Access Memory or ReRAM. The following

portions explained the structure of a ReRAM, the switching characteristics or the current-

voltage  (I-V)  characteristics,  different  types  of  switching  (bipolar  and unipolar),  and  the

proposed theory behind them. The subsequent sections were dedicated to illustrate the well-

received "crossbar" architecture, and any discussion of crossbar and ReRAM could not be

completed  without  mentioning  the  inherent  limitation  of  this  architecture;  the  sneak-in-

leakage current. To counter the sneak-in-leakage selector devices are introduced in crossbar

junctions, hence, a brief discussion of the selectors followed in the next portion. By then it

was assumed that we should have had good coherence of the contrasting pictures of FLASH
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and ReRAM. In that light, the scope of the thesis was introduced. In this section, we pointed

out the limitations of the FLASH technology and how those problems can be solved and in

some cases  partially  evaded  by  a  resistive  switching  matrix.  The  last  installment  of  the

chapter is dedicated to guide the reader through the thesis by drawing an intelligible logical

flow through the different works included in the thesis.

Chapter 2

Discussion

 Atomic  Layer  Deposition  system  (ALD)  is  one  of  those  sophisticated  film  growing

technologies which can promise ultrathin film deposition with unparalleled precision; rest

aside the purity of the films. We have learned already a major portion of this thesis was based

on switching through ALD layers. Thickness scaling, interface trap inspection, mobile ion

study, and studying the tunneling current across ultrathin layers would have been impossible

without  ALD.  However,  all  these  advantages  of  an  ALD  come  with  a  great  cost;  any

commercial  ALD system is  far from being cost-effective.  As a result,  we developed two

systems  in  our  lab  to  meet  our  requirements.  The  first  system  was  constructed  as  a

collaborative work with HHV, Bangalore. Even though our part of the design only involved

in the chamber configuration and the precursor injection, but that modification indeed added

a few advantages  in  the system,  as  opposed to  a  conventional  lateral-flow thermal  ALD

design.  A second system was also constructed in the lab with an aim to provide us with much

more flexibility in terms of future alterations and experimenting with novel materials. Several

depositions of Al2O3 layers have proven the worth of the system; the deposited layers' quality,

thickness/cycle, electrical characteristics, etc. were at par with the ones from any commercial

systems.  However,  this  very  system was  constructed  to  serve  as  a  plasma assisted  ALD

system  (PALD).  Initial  tests  have  proven  a  successful  generation  of  capacitive  coupled

plasma (CCP) in the chamber. Further tests on the quality of CCP assisted layers and future

possibilities on inductive coupled plasma (ICP) are expected to follow in the next iterations.

Please note that the CCP thus produced was confined between two metallic meshes, namely

the anode and cathode respectively.  This  particular  design will  let  the user  to  ionize the

required gas while it flows through the meshes. Another optional CCP scheme would be to

apply  the field  between a mesh/top-chamber-lid  and the  substrate  holder,  but  that  would

hinder the plasma distribution on non conducting substrates; this can also be an issue while

growing an insulating layer on a conducting layer.
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 When it comes to quality and growth rate PALD always has an upper hand over thermal

ALD. It is needless to say the next iteration of this current version should be a PALD system.

Although, before finalizing the design,  we should carefully  analyze the pros and cons of

CCP, ICP, and ozone-based ALD deposition and only choose the best among them. The

defect less switching layers should allow us to study the switching mechanisms in greater

detail and help us to carry out much more sophisticated inspection schemes. 

Chapter 3

Discussion

Small  feature size and drastic  scaling is  one of the key selling points of ReRAM

technology. Polycrystalline material like zinc oxide (ZnO), on a nano-scale, is riddled with

numerous grains (G) and grain boundaries (GB). The arbitrary nature of these features in

ZnO can heavily affect the switching phenomenon at a smaller scale. We used an STM to

individually  access  Gs  and  GBs  and  study  their  switching  behavior.  Also  from the  I-Z

spectroscopy, we calculated the work function of a GB-G-GB region and reconstructed the

band diagram. The band diagrams were studied under red and green illumination separately.

These  studies  revealed  the more  conducting  GB region is  characterized  by a  higher  off-

current and lower switching voltages as compared to a G region. From the band diagram, the

bending of the conduction band towards the Fermi level  in the GB region explained the

higher  conductivity  of  such  a  region.  Only  the  green  illumination  caused  larger  band

lowering, suggesting the role of oxygen vacancies in promoting the breakdown. We deposited

gold electrodes of varying sizes on the oxide and studied the set voltage spread and off-

resistance as a function of electrode area.  A detailed inspection revealed  that  for smaller

electrodes the unpredictability grows stronger, rendering a less reliable switching system. The

off-current study suggested that for larger electrodes more number of GBs are accessed by an

electrode hence delivering a much smoother switching behavior. Both the set voltage and off-

current exhibited exponentially decaying characteristics with growing electrode sizes. 

Even though this experiment gave us a clear direction on what we can anticipate from

sub 10nm2 electrodes in a polycrystalline resistive switch, this was just a mere real on-chip

scenario's simulation. For a better understanding, we need to recreate a similar experiment

with proper electrodes of varying sizes fabricated by electron-beam lithography and acquire

better statistics. The experiment needs to be repeated for both polycrystalline and amorphous

(for e.g. Al2O3) material.  In theory,  the amorphous material  should exhibit  less reliability
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dependency  on  the  electrode  size.  However,  set  voltage  still  can  vary  as  a  function  of

electrode size, because the number of defects participating in dielectric breakdown depends

upon the number of defects being affected by the electric field; larger the electrode area,

larger is the number of defects under electric field influence. Apart from this, inter-electrode

spacing for smaller devices with ultrathin dielectrics is an interesting area which deserves an

ample amount of attention. This kind of investigation will identify the lowest limit of inter-

electrode spacing to avoid crosstalk effect due to fringing fields; subsequently improving the

feature size.

Chapter 4

Discussion

 We cannot stress it enough how important it is to develop silicon-based ReRAM technology

for  a  flawless  synchronization  with  the  current  silicon-based  semiconductor  industry

standards. In such cases, the broken and dangling bond based deformities on the silicon can

influence  the  set  process  significantly.  In  the  4th chapter,  we studied  the  effect  of  these

interface  traps  in  silicon-oxide  (Al2O3)  junction.  The  well-known  conduction  versus

frequency method was employed to compute the interface defect density (Dit) in such defect

ridden areas.  Silicon <100> and silicon <111> wafers were used as bottom electrodes  to

simulate two different densities of traps (<111> surface has more defects). The I-V cycles

clearly showed a significantly lower breakdown voltage in <111> samples. The computed Dit

from the G-f peaks showed the presence of interfacial defects at least one order of magnitude

in <111> samples. We performed a controlled breakdown in all the samples by varying the

compliance current; post breakdown analysis also suggests a noticeable increase in D it after

the breakdown and resembling an incremental dependence on the compliance limit.  More

defects suggest more trapping/detrapping time period; this phenomenon was reflected in the

trap  time  constant  (τit)  measurement.  Further,  the  mirror  charge  induced  by  the  defects

mediated barrier lowering was calculated from the Mott-Schottky plot; to no surprise, the

lowering  was  more  pronounced  in  <111>  samples  and  seemed  to  grow  stronger  with

compliance current. Needless to say, this aided Fowler-Nordheim tunneling causing higher

leakage current; which was clearly reflected as stronger SCLC regime in log (I) vs. log (V)

plot. Finally, a breakdown analysis of different oxide thickness was carried out for different

orientations of silicon. The <111> samples continued to show lower breakdown voltages for

all the thicknesses with no exception. However, sub 5nm oxides showed a drastic decrease in
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the breakdown voltage; thus implying the overwhelming effect of interface defects in lower

thickness can heavily hinder further prospects of thickness scaling.

 The outcomes from this chapter no doubt gave us a proper insight into the role of oxide-

silicon defects in resistive switching. But to properly implement this knowledge in a MOS

resistive switching technology we need to develop the system and carry out the aforestated

experiment for different interfacial junctions (by changing the oxide) and for p+, p++, n+,

and n++ BEs to reproduce a repetitive and full-cycle resistive switching. The detrimental

effect of these traps can also be controlled by passivating the defects by annealing then in

forming gas; this might allow us to vertically scale down the device without the devastating

effect of interfacial traps.

Chapter 5

Discussion

 Mobile ions can take a considerable part in the switching process of a resistive RAM. Noble

metals like gold, platinum TE based switches mainly rely upon the vacancy/defect generated

switching,  while,  low  electronegative  material  such  as  silver,  copper,  etc.  can  be  easily

ionized by applying an electric field, causing them to diffuse inside the oxide to form the

conducting filament. The presence of similar ions can be easily recognized by the shift in

flatband voltage (in other words the capacitance hysteresis) in a MOS capacitor. 5nm oxide-

based MOS switches showed an increase of flatband shift with an increase in compliance

limit (recall the compliance current's role in the breakdown in the previous chapter); the shift

was much larger for silver TEs as compared to the Au TEs, implying diffusion of Ag ions.

Bias  temperature  stress  (BTS) study is  one  of  the  most  effective  ways  to  determine  the

presence of mobile ions in a MOS system. Flatband inspection pre and post-temperature-

stress  clearly  signifies  the  abundance  of  mobile  ions  in  an Ag/oxide/silicon  system with

respect to its counterpart.   Similar experiments were carried out for higher thicknesses as

well. The higher breakdown voltage and low leakage current gave us an upper hand; we were

able to carry out the experiment at different stress times and different compliance currents at

the same time. For both 10nm and 20nm thick oxides, both the compliance current and stress

time seemed to inflict more and more silver ions in the dielectric, causing a larger flatband

shift.

The  immediate  step  would  be  to  study  the  effect  of  vacancy  modulated  vs.  ion

diffused switching for different metal electrodes. Studying the reliability and cycling controls
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for  different  metals  along with  different  dielectrics  should  yield  the  best  combination  of

metal-dielectric-metal  for  a  resistive  switch.  Based  upon  the  activation  energy  and  the

diffusion coefficient different dielectrics can switch at different speeds. From such a study an

optimal combination should arise which delivers an ultrafast switching RAM.

Chapter 6

Discussions

The aim of this chapter was to determine the thinnest possible oxide which can switch

reliably without collapsing a good on-off ratio. Throughout this chapter, we have witnessed

an Au TE device is hardly able to switch repeatedly without a compliance check during the

set process.  However, Ag as the primary electrode brings forth very consistent and repetitive

switching, as a result,  we mostly restricted our studies with the Ag TE devices. A set of

varying  thicknesses  of  oxide  were  fabricated  and  the  I-V  characteristics  were  primarily

studied in this chapter. The effect of FN tunneling, PF injection, and direct tunneling became

stronger  as the thickness  decreased;  rendering a much leakage ridden switch in sub 3nm

switches.  Although,  a  tint  of  trap  assisted  tunneling  was still  observed in  a  1nm switch,

suggesting  the  entire  leakage  is  not  solely  direct  tunneling  driven.  From  the  Weibull

distribution, we learned that with thinner the oxide better is the reliability of the system. It

should be noted that Au/oxide/FTO devices hardly showcased multiple switching for all the

thickness; only three thicknesses, namely 15nm, 10nm, and 7nm demonstrated several cycles;

although, from the Weibull slope analysis they never stood a chance before AG/oxide /FTO

devices. A train of set-read-reset-read was fed into the circuitry while monitoring the current

output.  Devices  with  Ag  as  force  electrode  reliably  toggled  between  the  resistive  states

without ant fail; on the other hand, Au TE devices did not respond to the voltage stimuli and

failed within a few cycles. With no role in electrode's ion migration, the Au TE devices could

switch  on  either  polarity  of  the  electric  field,  whereas  Ag TE devices  could  exhibit  set

process on at positive polarity. From the results of this chapter, there is no question that an

ion migration based switching is much more reliable and superior than that of the vacancy

influenced ones.

 Despite the number of studies carried out in this chapter, the influence of the fringing electric

field at lower thickness still remained unscathed. An ample amount of theoretical as well as

experimental study is required to uncover the advantage/disadvantage these fringing fields
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can have on this technology. Tunneling phenomena like TAT, Direct tunneling, etc deserves

much detailed analysis, if possible backed by theoretical results.

Chapter 7

Discussion

 Traditional  von Neumann architecture  suffers  from a bottleneck.  The speed discrepancy

between the memory and processor hinders the overall  performance.  Recreating a device

which can mimic a biological  brain seems like an adequate solution for such a problem,

where the processor and memory are indistinguishable and works in harmony to bring the

best of both. This chapter demonstrated the performance of an optical neuron of possibly the

smallest footprint since it is practically a single MoS2 quantum dot (QD). As a function of

duty  cycle,  the  sensitivity  of  the  QDs  grew  stronger  with  a  successive  optical  stimulus

(measured in terms of PPF). Judging for the bandgap of a QD we speculated and later proved

that a UV stimulus should be able to generate enough excitons to deliver a perceivable PPF.

By meddling with the frequency, we were able to twitch the system in such a way so that its

output can represent a high-pass filter response (fixed on and varying off time of the input

train), a low-pass filter (fixed off and varying on time) and a band-pass filter (equal on and

off time). But the most important outcome from this experiment was the PPF modulation by

varying the size of a QD. A smaller QD ensures stronger confinement thus increasing the

decay time constant. We carried our experiment with three different sizes of QDs, among

them the strongest PPF was delivered by the smallest QD whereas the least responsive one

was the largest of them all. Throughout this chapter, we have observed the importance of the

generation and recombination time constants of the output spikes. Often faster generation

time and slower recombination time rendered better PPFs. In case of 50% duty cycle study,

we, to our great interest learned that during the 1s and 2s time period the decay time was slow

enough  and  generation  time  was  fast  enough  to  create  an  optimal  spot  where  the  PPF

response was at its peak.  

 The optical  stimuli  time period in our experiment  was in the order of seconds,  the best

performance with the 50% duty cycle was observed with 2s and 1s time periods. The aim of

this project was to find an alternative to replace the intelligent/semi-intelligent optical sensor

for future AI applications, however, the aforementioned time periods are way off the chart

and only good for  laboratory  demonstrations.  A huge amount  of  work is  pending which

would develop a faster optical neuron, hopefully, responsive to different wavelengths with
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different PPFs and definitely in form of a device rather than just a laboratory-test bench. For

better  industrial  acceptance,  silicon-based devices  will  be much suitable  for such studies.

Another important parameter designer should take into account in the PPF itself. Better the

PPF, better will be the chance to distinguish (by the reading circuitry) among the offered

states.

Chapter 8

Discussion

 We  have  already  covered  the  theoretical  aspects,  the  practical  application,  and  the

importance of selector devices in the introduction chapter. When we compared the switching

characteristics of individual cells and crossbar cells (in this chapter) we first time experienced

the catastrophe caused in a crossbar chip in the absence of a selector device. We compared a

15nm thick oxide layer with FTO as the BE and Silver as the TE devices in both individual

and  crossbar  format.  The  leakage  current  due  to  the  sneak-in-current  was  overwhelming

throughout the matrix. Different devices showcased different on-off ratios and generally, they

were lower than the individual cells; which can potentially decrease the noise margin in a

chip. Moreover, the set and reset processes were also all over the place, and from the Weibull

distribution revealed a decrement in reliability standards of crossbar cells as well. 

We fused the selector and ReRAM device together in a TFT (thin film transistor)

format  with the rGO channel  as the switching medium and the gate  being the additional

control. A positive potential on the gate made the rGO layer more prone to exhibit stronger

sp3 hybridization with the functional groups, thus making it more difficult to experience a

breakdown. As a result, we recorded a slightly exponential increase of the set voltage as a

function of gate voltage. In addition to that, the dependency of off-current with the gate has

been consistent; a welcome solution to tackle the sneak-in-leakage current. The set voltage

modulation  along  with  the  off-current  modulation  could  be  foreseen  as  a  promising

replacement of the conventional selector-ReRAM combination. 

We have demonstrated  a horizontal  switch with a control  terminal.  However,  this

configuration will still cost us the feature size. If this sort of technology is at all adopted by

the industry, we need to find a way to incorporate the gate terminal in a vertical capacitor like

structure. The fabrication steps might be more complex and cumbersome, but we reckon that

will no longer compromise the feature size of a memory cell and thus can be made more
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scalable  friendly.  Finally,  these results  need to be reproduced and studied immensely for

conventional switching dielectrics (Al2O3, ZnO, HfO2, etc.) on much smaller footprints.

9.3 Final thought

With the plasma ALD coming up, one should try different other materials in PALD 

for switching and neuromorphic applications. We have only demonstrated the optical 

synaptic function in this thesis; however, for proper computational purposes, electronic 

neurons are yet to be developed. Needless to say, different combinations of TE-dielectric-BE 

are needed to be analyzed until we arrive at an optimal combination. Multilayer switching 

and multi-level switching are relatively unscathed in the community. Developing such a 

system will allow us to write and read multiple bits from a single device; this will result in an 

increase in reading and writing times. Different doping in ALD layers and their influences 

deserves immediate attention; by infusing light metal ions in dielectric can lead us to switch 

the devices at a higher speed. In conclusion, the possibilities are endless; one needs to be 

really persistent to make sure these technologies guide the semiconductor industry for better. 
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