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Abstract

Abundant occurrence of polycyclic aromatic hydrocarbons (PAHs) and their nitrogen

derivatives, polycyclic nitrogen heterocycles (PANHs) in nature in general, and in the

astrophysical environment in particular, has intrigued researchers in recent decades. The

functionality and survivability of these molecules in the ecosystem is entirely governed

by their ability to discharge and accumulate smaller molecular subunits to and from their

surroundings. The thermodynamics of their internal excitation modes and its correla-

tion with the excitation mechanism is of utmost significance in deciding the role of these

molecules. The time scale of internal rotational-vibrational oscillation of these molecules

are in picoseconds and the relative magnitude of unimolecular dissociation timescales

in comparison with this will decide whether it is a statistical or a nonstatistical which

envisage the survivability of these molecules. Thus the excitation of these molecules

by high-energy radiation and resulting statistical dissociation processes have been at the

center stage of many research campaigns. Particularly of interest are the statistical disso-

ciation processes leading to the formation of molecular hydrogen, acetylene or hydrogen

cyanide molecules. The interest in these channels is not only driven by the intriguing

molecular dynamics but also due to their pivotal role in deciding the biochemistry in as-

tronomical environments. The correlation of the decay channels and internal energy is

very important to completely understand these aspects. The decay constant is governed

by the internal energy of the molecule which is strongly dependent on the collision pa-

rameters. To this end, electron spectroscopy and mass spectroscopy have been the most

commonly used tools to investigate their dynamics, but they are seldom used together

in coincidence. Typical linear ToF mass spectrometry measurements are on microsecond

time scales. Thus if the effect of thermal velocity is mitigated on the time scale of first few

microseconds, it is possible to probe the time evolution of the unimolecular dissociation

channels of these molecules which fall in this decay time range. Moreover, electron-ion

coincidence measurement can give a correlation of the internal energy and a given dis-
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sociation channel. The inherent complexity of the design, implementation, and analysis

make such experiment technically very challenging and time-consuming. Moreover, gen-

erally, such instruments are used with high energy photon collisions due to very selective

excitation energetics, simplifying the selection scheme of coincidence. Charged parti-

cle interaction, in spite of being of great significance for PAHs and their derivatives, are

rarely studied using such elucidative technique. This work addresses such a challenging

task of designing and realizing a full instrumentation to probe the electron impact excita-

tion in PAHs and PANHs in three different modes, namely, electron spectroscopy, mass

spectrometry and most significantly, energy selective secondary electron-ion coincidence

mode. After realizing the instrument it was used to elucidate the role of molecular struc-

ture in statistical dissociation channels, especially C2H2 and HCN loss in basic PAH and

PANH.

The higher sensitivity of the projectile electron below 250 eV restricted our ability to

do measurement below 4 a.u., the velocity of the charged particle. Therefore, to probe the

energy loss in this velocity regime where we expect the charged particle to deposit more

energy in electronic energy loss model, we perform the experiment with proton beam

at lower velocity. But when this is done, the proton beam itself introduces additional

complications due to the electron capture (EC) and capture ionization (CI) processes.

Using multi-coincidence technique we have isolated as many contributions as possible.

Using this data it was possible to identify the extent to which the structural randomisation

can happen at a given projectile velocity. This method has also helped to compare the

rate of evaporation from mono and di-cation. A detailed comparison of energetics and

resulting statistical dissociation of C2H2 and HCN loss is done in the two complementary

cases of proton and electron impact measurements. This work quantifies the structural

randomization process and positional identity of carbon and nitrogen in collision-induced

excitation of PAHs and PANHs.
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Chapter 1

An Overview

Atoms and molecules are the most fundamental building blocks of all the matter that

surround us. Biomolecules like amino acids, DNAs, RNA etc. are considered to be the

basic building blocks of life, which are available in the terrestrial medium. Interestingly,

their presence has been confirmed in the interstellar environment as well [1]. Interstel-

lar molecular clouds and circumstellar envelopes act as factories of complex molecular

synthesis. Moreover, a high number of molecules that are used in contemporary bio-

chemistry on the Earth is found in the interstellar medium, planetary atmospheres and

surfaces, comets, asteroids and meteorites and interplanetary dust particles. Therefore

monitoring the formation and evolution of organic matter in space is crucial in order to

determine the prebiotic reservoirs available on the prehistoric Earth [2]. In past centuries,

researchers tried to explore the structure and dynamics of atoms and molecules [3–5].

When the molecules are exposed to the charged particle or photon interaction, they ab-

sorb energy in their internal degrees of freedom and become unstable. These energetically

excited molecules will find different pathways to reduce the energy content either by ion-

izing themselves or by breaking them into pieces. A number of processes are available

for the parent molecular ions to relax into a stable configuration. The understanding of

such processes is important in wide areas of physical sciences, ranging from planetary and

interstellar space [6, 7]. The main goal of this work is to investigate the structure and dy-

namics of a class of large molecules called PAHs and its derivatives named as PANHs by

probing their dissociation pathways. These molecules show similarity to bio-molecules

and are considered as a model system which helps in designing the tools and methods,

which on longer time scale can be applied to more complex and important systems like

biomolecules, aggregates, and clusters.



1.1 Collision Processes and Energy Loss Mechanisms

Generally, molecular ions are produced by using photon or charged particle interaction.

For charged particle-molecule interaction, depending upon the projectile velocity as well

as the impact parameter, there are two types of interactions. First, in the case of typical

projectile velocities lower than 1 a.u., the interaction is more effective to perturb the nu-

clear coordinates of the molecule, where electrons in the target molecule accommodate

the changing field due to the projectile adiabatically. Second, in the case of the projectile

with velocities higher than this, which interact with the target faster than the vibrational

time scale so that the energy exchange to the target will happen only within the electronic

cloud. Electron, as well as the proton, are used as the projectile in this work. In the case

of electron impact, when the energy of the electron is very low (e.g. thermal electrons),

it could be captured by the neutral molecule to form a negative radical ion. If the energy

is sufficient to excite one of the electrons of a molecule to any higher electronic state,

the process is termed as electronic excitation. When the energy of an electron is high

enough, it can ionize the molecule by removing an electron from it and is possible to have

single, double and higher degree of ionization. Similarly, depending on the target and the

energy of the primary electrons, various other processes can take place like molecular dis-

sociation/fragmentation, ion-pair (positive and negative ions) formation and dissociative

re-arrangement processes [8].

The projectile energy dependence of the electron impact ionization process is very

commonly known to peak at about 70 eV to 100 eV, particularly for low-Z targets like

hydrocarbons. At higher energy, the cross section varies as lnE/E. Electron impact stud-

ies on PAHs in the low energy regime (energy lower than 100 eV) have been reported for

few PAHs and PANHs [9–13]. But a detailed and higher energy electron impact study

has not been done for PAHs and PANHs. Heavy charged particle-molecule collisions at

intermediate velocities (velocity comparable to less tightly bound target electron) is rel-

atively complex due to competing magnitudes of ionization and electron transfer cross

section in this regime. Interaction of intermediate velocity (∼ 1 a.u.) charged particle

like proton with molecules will give the possible understanding of how the low-energy

cosmic ray charged particle interacts with PAHs or PANHs in the interstellar medium.
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In this type of collision, the energy deposited into the molecule due to a light ion (e.g.

proton) is dominated by electronic processes since the electronic stopping power is much

larger than the nuclear one. In ion-molecule collision experiments, the impact param-

eter and the molecular orientation cannot be controlled experimentally. To understand

projectile velocity dependence and the orientation of target molecule, both theoretical

and experimental studies have been performed in the case of proton-naphthalene colli-

sion [14]. Charged particle interaction with atoms and molecules are extensively studied

so far at various impact energy regime [15–26]. Such kind of study is rarely performed for

PANHs but few experimental studies have been done for PAHs at low and high projectile

velocity [27–31]. Photoionization studies have shown that in PAHs the collective excita-

tion plays an important role and it is unexplored in the case of charged particle interaction

except naphthalene and fullurene [32–35].

1.2 Plasmon or Collective Excitation

When projectile interacts with the dense cloud of electrons in the molecule with low im-

pact parameter, the energy is transferred to the electrons locally, since the other charges

will be screened by Coulomb screening effect. At higher impact parameters the screen-

ing effect is less significant and the delocalized electron cloud of the molecule responds

to the Coulombic interaction collectively. Such excitation is often observed not only in

molecules but also in metallic, non-metallic clusters and some atomic species as well.

Fundamentally, similar oscillation is also very common in nuclei. These excitations are

characterized by integrated oscillator strength well beyond one. C60, for example, is

known to have a 21 eV plasmon excitation with an integrated oscillator strength of ef-

fective participation of 71 electrons in the collective excitation [36]. Thus the excitation

process deposits very small amount of energy per electron but the total energy deposited

is much larger than the ionization potential of the species. Such collective excited states

were first discovered in nuclei (proton-neutron oscillation) [37] and were called giant

dipole resonances [38, 39].

The energy of giant resonance peaks varies from 2 eV in metal clusters to 20 MeV in

nuclei making it 7 orders of magnitude higher. In the case of C60, an analogous feature
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appears nearly at 21 eV with width 11.5 eV, close to the one observed in graphite at about

25 eV [36]. Considering the two-dimensional structure of PAHs, this feature is expected

nearly at 17 eV and has been observed in electron energy loss spectroscopy studies of PAH

films and photoion yield studies in the gas phase [36, 40]. The collective excitations are

of interest, because of their very large cross sections compared to typical single particle

processes and to know what follows after such excitations. In the case of molecules, this

kind of excitation not only leads to single ionization but it also causes a significant amount

of evaporation of smaller neutral fragments from the parent molecule [41]. Collective

excitation is shown to play a major role in the photoionization of naphthalene and related

compounds [32]. Similarly, it is very significant in the case of fullerene under charged

particle interaction [42]. Plasmon excitation on PAHs has been less explored, whereas,

in the case of PANHs such studies have not been reported till date to the extent of our

knowledge.

1.3 Statistical and Non-statistical Decay Processes

In a charged particle-molecule collision, energy deposited by the projectile will be stored

in the molecular internal rotational-vibrational mode [8, 43]. Once the molecular ion is

formed, the electron charge generally gets localized over the whole molecular ion [44–

46]. So molecular ions are not generated with a specific internal energy but have a broad

energy distribution. There will be a randomization of internal energy over all the vibra-

tional modes of a molecular ion prior to any fragmentation and the resulting mass spectra

would show a statistical bond breaking. Such processes favor the lowest-energy dissocia-

tion channels. The timescale of internal rotational-vibrational oscillation of the molecules

is in picoseconds, with respect to which the unimolecular dissociation time scale is con-

siderably larger, and will decide whether the process is a statistical or non-statistical one

and which decides the survivability of these molecules. Typically, non-statistical fragmen-

tation processes are fast (femtosecond time scales) and there is no time for the excitation

energy to re-distribute itself over all the degrees of freedom of the molecule before the

initial fragmentation step. Statistical and non-statistical fragmentation processes often

compete. After a non-statistical fragmentation, the molecule may still have high enough
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internal energy to decay further via secondary statistical fragmentation. In general, the

balance between processes in which energy is transferred to the electronic degrees of

freedom (electronic stopping processes) and processes in which energy is transferred di-

rectly to the vibrational modes (nuclear-stopping processes) affects the balance between

statistical and non-statistical fragmentation processes. Few studies on statistical and non-

statistical process has been reported in the case PAHs [47–52]

Larger molecules generally produce a very complex mass spectrum, mainly due to

(i) the numerous possible dissociation channels and (ii) the complex isomerization fol-

lowed by unimolecular dissociation which is statistical in nature with a variable decay

constant. The decay constant itself is governed by the internal energy of the molecule

which is strongly dependent on the collision parameters. These statistical processes make

the molecular dynamics very significant in areas like biochemistry, astrochemistry, life

sciences, etc. For the dissociation product ion to appear in the mass spectrum, they must

have a very specific range of dissociation time constant for the parent ion. For linear time-

of-flight mass spectrum (ToFMS), it is typically 106 s−1. For PAHs and PANHs, specific

channels like C2H2 loss and HCN loss occur with time constants of the order of 106 s−1.

In this work, the focus is to investigate the statistical processes since the molecular dy-

namics of our interest is in this regime.

1.4 Theoretical Methods

The understanding of high energy-molecule collision processes and chemical reaction-

s/pathways will be an incomplete study without a complementary contribution from ex-

perimental and theoretical work. The theoretical calculation of molecules must address

two parts. One is the static part, i.e. structure calculation, and the other is its dynamics.

Structure calculation includes bond structure, binding energies, wave function and so on.

Generally, such calculations are very accurate for small molecules (molecules having few

atoms). But for larger molecules, it is difficult to get very accurate estimation due to the

large basis sets. Still, fairly accurate estimations are possible for the ground state of large

molecules as well, particularly for PAHs it is easy, because of the symmetries. It also cal-

culates electron affinity, proton affinity with fairly good accuracy. But when it comes to
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calculating transition strength, transition probabilities that are for the spectroscopy, mass

spectroscopy, and fragmentation, the calculations of the transition states and the Arrhe-

nius parameters becomes extremely difficult, because the excited states involved in such

processes are not stable.

In statistical dissociation experiment, it is important to understand first, what partic-

ular dissociation channel one is interested in, followed by the different ways in which a

system can go into a state of that fragmentation channel. Thus, for example, there could

be two ways in which C2H2 loss can happen in the case of naphthalene and azulene as

reported [53]. From these kinds of transition state calculations, one gets the probabili-

ties and lifetimes/decay constants. Photon interaction with molecules gives photoelectron

spectrum (PES) and the peaks represent the binding energy for molecular orbitals (MOs)

in which the measured electron is coming out. Such interaction also alters the nuclear

coordinates upon removal of an electron and hence gives rise to vibrational transitions

due to Franck-Condon (FC) overlap. The PES of a molecule is typically associated with

a broadening due to Franck-Condon overlap of vibrational states. Advanced calcula-

tions that take care of the electron-electron correlation as well as the relaxation energy

correction to represent the PES peak positions with a reasonable accuracy include con-

figuration interaction techniques, perturbation techniques, and Green’s function methods

like outer valence Green’s function (OVGF) [54–56]. Such calculation is done for few

PAH molecules in the case of photoionization spectra [29, 57, 58]. But in the case of

charged particle interaction, such calculations have not been done in which the electron

spectra have broad energy distribution, and additionally, configuration integral calculation

make it more complex. In the present case to obtain various stability parameters for PAHs

and PANHs the structure calculation has been performed. There are different methods

in quantum chemistry to find the molecular properties like Hartree-Fock self-consistent,

density functional theory (both are ab initio methods), semiempirical method etc.
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1.5 Experimental Techniques

Typically in an ionization process, an electron and recoil ion are formed. The energetics

of the ionization process can be traced back by measuring the properties of recoil ion as

well as the properties of the outgoing electron. Energy and angular distribution of the

outgoing electron carry the information of the structure of the target. Due to the low mass

of electron even the smallest amount of stray magnetic/electric fields like earth magnetic

field or stray electric field due to charges sitting on the insulating surface or even the

insulating patch on the conducting surface itself will completely distort the information

carried by the secondary electron. Moreover, while trying molecular studies, the outgoing

electron will typically have few electron volts of kinetic energy. Therefore these electrons

are more prompt in responding to the stray electric field. In the case of photoionization, a

known energetic photon is used and the outgoing electron energy is predicted. But when

it comes to charged particle interaction, the energy transfer to the outgoing electron is

decided not only by the initial energy of the particle but also by the impact parameter.

Photoionization using synchrotron sources radiation is now a very commonly used

technique and a lot of experimental as well as theoretical analysis for most of the molecules

are already done. In fact, the technology is even commercialized. Most commonly known

techniques for such measurements are the photoelectron-photoion coincidence (PEPICO)

and the threshold photoelectron-photoion coincidence (T-PEPICO) spectroscopy [36]. In

this experiment, with the help of the energy analysis of emitted electrons, a precise value

of the internal energy and therefore a very narrow range of decay constants can be exper-

imentally obtained. On the other hand charged projectiles would deposit a broad range

of energies, hence making the process of estimating the internal energy very complex,

even if the secondary electron energy is tracked. In the context of PEPICO spectroscopy,

the excess energy left in the molecule after the photo-ionization process plays a vital

role in deciding the decay pathways of the molecular ions [59]. Similarly, in the case of

charged particle interactions, the mechanism of energy loss decides the internal energy of

the recoil ions and possible decay channels [14, 60]. The sensitivity of the spectrometer

is more critical in the case of charged particle interaction because the electron from the

same molecular orbital can come at variable energies and the spectrometer should have
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uniform sensitivity over this energy range.

It is equally important to understand the details of the recoil ion produced in such

collision process. There it is also essential to thoroughly analyze the properties of the

emitted ion which itself adds complication since these ions are heavy and cannot use

their kinetic energy to analyze. Moreover, the change in their recoil kinetic energy will

be comparable to the thermal energies, and negligible in comparison to their original

momentum. An extremely cooled target can be used so that such recoil effects will be

studied. But such a technique cannot be used for large molecules since these molecules

can’t really cool them down to such an extent to see the recoil effects. When the mass

is so large, the momentum transfer will have an even lower change in their velocity. In

case of a molecule, only when a multiply charged molecules fragments are produced

the Coulomb repulsion between them only give rise to substantially a large momentum.

So for singly charged molecular ion or a molecular fragment which is produced due to a

monocation, one has to really rely on the mass detection. The detection of mass is perhaps

the most important task to start, and the other measurements like momentum recoil ion

momentum spectroscopy (RIMS) [61] and cold target recoil ion momentum spectroscopy

(COLTRIMS) [62] are not really applicable here. For such mass measurement various

techniques can be used like quadrupole mass analyzer, Penning trap, Paul’s trap [63–65].

Penning trap and Paul’s would make it is difficult to measure the electron energy due to

the permanent magnetic field, closed geometry and RF field. Whereas the linear ToFMS

is easy to build and it offers a possibility of having a completely field-free region for the

electron emission [66]. It gives 2π accessibility for the emitted electron in principle so

that a suitable electron spectrometer can be placed on the other side of ToFMS. In that

sense, time-of-flight (ToF) is a very convenient technique for the recoil ion measurement.

It measures the ToF of the particle after imparting an equal amount of energy per charge

state. A two-stage Wiley-Maclaren geometry tries to correct for the spread due to velocity

and spatial distribution [67]. But this comes at the cost of having some electric field in

the interaction region. Therefore if any electron spectroscopic measurement is to be done

then it is essential to do pulsing of the extraction field for the recoil ion.

Generally, such experiments utilize electrostatic and in some rare cases magnetic elec-

tron energy analyzer. The sensitivity of the measurement techniques requires very accu-
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rate geometry and field free interaction region. Since the electron spectrometers provide

angle and energy differential yields, it can detect an extremely small fraction of the total

number of the electrons produced in the target.

A combination of a secondary electron spectrometer and a recoil ion mass spectrom-

eter gives much more detailed information compared to the separate use of these instru-

ments. Thus energy selective secondary electron-ion coincidence technique is an ex-

tremely powerful tool. The energetics in this whole process is very accurately known if it

is due to photoionization. The major issue with such measurement is the very strong dis-

similarity in the count rates, which causes extremely demanding conditions on the coinci-

dence rate. A large count rate for ions is found compared to extremely low electron count

rate. Generally, for any good quality electron spectrometer, the acceptance will be of the

order of 10−3, depending on the resolution of the spectrometer and will be able to detect

10−4. That is, the total rate dissimilarity will be of the order of 10−6 or so. Moreover, for

such a large dissimilarity in count rate and cannot afford to have large ion production rate.

This increases the probability of chance coincidence detection for the uncorrelated event.

Therefore such experiments are generally very long experiments and very focused. In case

of photoionization, at least state selectivity can be assured by knowing what would be the

energy of electron coming from a given molecular orbital by knowing the photon energy.

State selectivity in case of charged particle collision becomes extremely complicated, so

the experiment will be much more time-consuming than PEPICO. Therefore even though

such a measurement is though expected to be very rewarding, it is very challenging by

itself.

Since electrons are very sensitive to the stray field the instrument should make sure

that no electric field is in the interaction region when the electron beam is interacting

with molecules. But if the interaction region is kept field free and allow the recoil ion to

slowly drift into the acceleration region (where a constant potential is applied) it will lead

to delay in detection of recoil ion in the coincidence. For example, at thermal velocities

(for naphthalene ∼ 100 meters per second), the molecular ion will take hundreds of mi-

croseconds if not milliseconds to cross the distance of 1 cm field free interaction region

and enter into the acceleration region. Moreover, before the extraction of the molecular

ion from interaction region for the corresponding electron detection, further ionization
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causes false coincidence. Adding to this, with overall collision rate of 1kHz, are pro-

ducing one electron per millisecond (1/10−6), which means that one out of 106 electrons

produced will be detected on average and in 1000 seconds and get one true coincidence

for the electron. To speed up the process for increasing the true coincidence rate, that

means one has to accelerate the ions by applying potential in the interaction region. If

a constant electric field is used in the interaction field for this purpose, it will affect the

primary as well as the secondary electron. So the only way to solve this problem is to

have an electron spectrometer and detect the electron till that time so as to ensure the

electric field in the interaction region is zero (i.e, interaction region should be field-free

during interaction and till detection of a secondary electron). After detecting the electron,

switch the projectile electron beam OFF and field in the interaction region ON before the

ion gets too much drift, otherwise, the resolution will be spoiled. Now how fast this is

done is decided by the electronics entirely and therefore designing such electronics, pulse

processing electronics and high voltage switches put a very demanding condition on such

instruments.

Though the photoionization is a very powerful technique, considering there are several

environments where charged particles are interacting with the molecule, that understand-

ing is also very important. Investigations using such techniques are very rare due to the

extreme complication resulting due to such conglomeration. The first and foremost is

the contradictory requirement of the extraction fields in the interaction region for the in-

strument which forbids the use of constant voltages onto the extraction electrodes. At

the same time, pulsed electric field affects the mass resolution adversely. Moreover, the

double differential nature of secondary electron detection gives orders of the magnitude

of dissimilarity in the count rate on electron and ion detector and therefore demands ex-

tremely low count rate resulting in an extension of data acquisition time.
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1.6 Polycyclic Aromatic Hydrocarbons and their Deriva-

tives

Polycyclic aromatic hydrocarbons (PAHs) are a group of organic compounds consisting

of two or more fused aromatic rings. These are a family of hydrocarbons consisting of

molecules where carbon (C) atoms are arranged in a honeycomb lattice type structure of

fused six-member aromatic rings with H atoms located at the periphery of the ring, on

the other hand polycyclic aromatic nitrogen heterocycles (PANHs) are species with one

or more CH groups substituted by a nitrogen atom in PAHs. The proposed widespread

existence of PAHs in the interstellar medium (ISM) has driven recent investigations of

their spectroscopic and photophysical attributes [68,69]. Cations or protonated species of

PAHs have been linked with the diffuse interstellar bands (DIBs) [70]. Since nitrogen is

the fourth most abundant element in space, it has been proposed that PANHs should also

be present in the ISM [68]. The spectroscopy of PANHs is motivated by their possible

involvement in pre-biotic chemistry as well as eventual transformation into the nitrogen-

containing aromatic systems that are essential ingredients in biomolecules apart from an

astrobiological importance [71–76]. The presence of PANHs has been reported in the

extraterrestrial meteoroids, in the atmosphere of Titan and they could be involved in the

chemical origin of life [77, 78]. Small PANHs like quinoline readily dissociate under

exposure to interstellar radiation [79]. Moreover, it produces reactive photo products that

may contribute to the composition of the ISM; of particular significance is the HCN loss

in these systems [80]. The incomplete combustion of fossil fuels, coal, wood, cigarette

smoke etc generates PAHs on earth environment and it is carcinogenic [81, 82]

Considering the abundance of high-energy radiation in the interstellar medium, it

remains an interesting endeavor to understand the mechanisms behind the survivability

of PAHs and PANHs in such harsh environments. The molecular structure of PAHs is

strongly affected by shock processing in the interstellar medium [83, 84]. Micelotta et.

al demonstrated that the interstellar PAHs (with the number of carbon atom = 50) do

not survive in shocks with velocities greater than 100 km s−1 and larger PAHs (with the

number of carbon atom = 200) are destroyed for shocks with velocities 125 km s−1 [85].

Electronic excitation by impacting ions or electrons may lead to isomerization into stable
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pure-C species such as fullerenes. But, nuclear interactions in interstellar shocks may be a

viable pathway to the formation of nitrogen-containing PAHs [85]. Amongst the numer-

ous interaction mechanisms between energetic radiation and PAHs, plasmon excitation

dominates due to its large oscillator strength. With intermediate velocity proton impact

on naphthalene, it has been shown that the plasmon excitation mode in PAHs contributes

almost exclusively to the evaporation of H or C2H2 [86]. The existence of plasmon excita-

tion in PANHs has not been investigated so far. In addition, PANHs have been associated

with functional materials such as organic photovoltaics, where a clear understanding of

their photochemistry and spectroscopy is necessary [87]. Very few investigations have

been carried out in the context of HCN formation apart from the formation and dissoci-

ation of quinoline and isoquinoline [88]. The other ionization and dissociation channels

have been largely ignored. In this work, statistical and non-statistical processes in these

molecules have been focused on charged particle interaction.

1.7 Electron-Ion Coincidence Measurements on PAHs and

PANHs

Considering the complexities involved in the case of electron-ion coincidence studies for

molecules, it has been very difficult to make a focused study of large molecules like

PAHs using such a technique, particularly while using charged particle as a projectile. If

charged particle interaction has to be studied spectrometrically, it is very important that

the particular channel is identified and is used as a tool to understand the dynamics of

these molecules. It is also important that such an identified channel should have no cross

channels because multiple processes give rise to same products and using such coinci-

dence techniques to separately study each channel is impractical. Moreover, it will not

be possible to do a very large set of measurements at many different ranges of electron

energies and many different projectile configurations.

For PAHs and PANHs, it is known that the H2 loss and the C2H2 loss channels are the

important statistical channels. Due to the limited resolution of the spectrometer one can

have due to pulsed extraction, it is hard to detect the H2 and H loss process in a simple lin-
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ear ToFMS, but C2H2 loss is clearly separable. An instrument with provisions to perform

electron spectroscopy and simple ToF spectroscopy separately along with electron-ion co-

incidence measurement is a very useful tool for electron impact studies. Moreover, since

the extraction and the excitation process is also pulsed, then by varying the delay between

the excitation pulse and extraction pulse, the statistical nature of fragmentation process

can be probed. Generally, high energy photon source facility like synchrotron facilities

are large facilities and not easily available. High energy ion beam facilities are also suf-

ficiently large that they are also not easily accessible or they have restricted access. An

electron gun, on the other hand, is a very convenient tool while designing a setup of this

kind of experiment. Moreover, the setup with such excitation source like electron gun

makes whole instrument compact and portable. After completion of the development, of

course, the setup can be installed at the facilities like Synchrotron Radiation Source (SRS)

or at high energy ion beam facility. Then they can be used to study the different modes

like electron emission mode pure ionization modes like ToF mode or coincidence mode.

The sensitivity of the electron to the electric or magnetic field causes additional complica-

tions in the experiment. Therefore while using electron beam it becomes imperative that

one should pulse the electron beam. This automatically provides an opportunity to study

a special technique called delayed extraction time-of-flight mass spectrometry.

Typically the development of a mass spectrometry and electron spectrometry setup

involves a substantial amount of simulation and design followed by a planning of the

instrument, all the while keeping in mind various considerations which have mechanical

engineering aspects as well as vacuum technology, after which the instrument has to be

fabricated, integrated, tested and calibrated for its performance for all the different modes.

Only after successful completion of such calibration and testing the instrument can be

used to perform the physics experiment of interest. Pulse processing electronics in general

plays very significant role in the performance of the instrument of this nature. Moreover,

since one expects to use a pulsed extraction and pulsing of the electron beam itself, that

means it involves not only the regular analog and digital pulse processing of low amplitude

pulses but also high voltage extremely fast pulses which in itself is a complicated task.

Generally, such instrumentation is extremely expensive and very specialized.

Such electron-ion coincidence studies under electron impact have been done mainly
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in the case of atoms, where the Auger electron-ion coincidence measurements have been

done extensively [89]. But for molecules, such studies are done under photon interaction

using techniques like PEPICO [36, 90]. In the case of molecules, this kind of study was

mainly focused on the dicationic states of molecules like N2, CO2 and their dissociation

dynamics [91–93]. Even though such studies are limited in the case of electron impact

experiments on nitrogen, tetrachloromethane molecules have been reported [94, 95] by

using Auger electron-ion coincidence measurements. These kinds of molecular, structural

or dynamical studies are very rare in the case of large mole molecules like PAHs and

PANHs.

1.8 Thesis Outline

This thesis concerns the electron and mass spectroscopy of large molecules under charged

particle interaction. A very energy selective secondary electron-ion coincidence setup is

designed, fabricated and tested. The instrumentation is then used to study electron impact

ionization and statistical dissociation dynamics of three basic types of PAHs and PANHs.

These dynamics are then compared with proton impact on the same set of molecules.

Chapter 1: An Overview:- In this chapter, a brief introduction to collision process

and energy loss mechanism in charge particle-molecule collision is given. Various the-

oretical and experimental techniques are discussed briefly to understand the importance

and role of PAHs and PANHs of the terrestrial and extraterrestrial environment. Further,

this chapter explains the significance of plasmon/collective excitation (a peculiar property

associated with PAHs and PANHs), dissociation process and their importance in statistical

and non-statistical decay processes.

Chapter 2: Theoretical Methodology:- In this chapter, the various theoretical cal-

culation methods used in this work have been discussed to understand the molecular,

structural and dynamical properties. The quantum chemistry ab initio calculations per-

formed to study the structural variations of PAHs and PANHs and their relevance under

charged particle-PAH/ PANH interaction described in detail.
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Chapter 3: Principles of Electron Spectroscopy and Ion Mass Spectrometry :-

This chapter introduces the basics of experimental techniques used in electron and ion

spectroscopy. A detailed study on different experimental components is described includ-

ing various spectrometric techniques, detection mechanism, and data acquisition system.

Chapter 4: Experimental Methodology:- This chapter describes the development

of experimental setup at Atomic and Molecular Physics Laboratory, IIST, Thiruvanan-

thapuram for electron impact ionization and electron-ion coincidence measurement. The

simulation, instrumentation, and construction of e, 2e setup in detail is described.

Chapter 5: Testing and Calibration:- This chapter presents the testing for the func-

tionality of individual components of the experimental setup including spectrometers and

detectors. Further, calibration of spectrometers and detectors are discussed. Demonstra-

tion of electron spectra, mass spectra, electron-ion coincidence spectra of various atomic

and molecular targets are shown as the preliminary test results.

Chapter 6: Electron Impact on PAHs and PANHs:- This chapter explains the in-

teraction of the electron with PAHs and PANHs and the statistical dissociation process.

The delayed extraction time-of-flight mass spectrometric technique is used in this work

to study the statistical dissociation and neutral evaporation mechanisms.

Chapter 7: Ion impact on PAHs and PANHs:- This chapter discusses the interaction

of the ion with PAHs and PANHs and the related structural effects. It also focuses on

energy deposition and the effects of collective/ plasmon excitation in PAHs and PANHs.

Further, metastable decay dynamics studies on dicationic molecules are discussed.

Chapter 8: Conclusion and Future Scope:- This chapter summarizes and concludes

the work performed. The setup built under this work has excellent potential in molecular

physics studies. This chapter also discusses the further possible extension of the work.
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Chapter 2

Theoretical Methodology

The quantum states of the molecule play a very critical role in the energy exchange pro-

cess when a proton or charged particle interacts with the target. Therefore for a complete

understanding of the problem, a proper assessment of such quantum mechanical proper-

ties of the target molecule is essential to make the correlation between the experimental

results and the properties of the molecules. Such electronic states of the system must be

computed using various existing and time-tested models. For this purpose particularly

in molecular physics, quantum chemical computational approaches are used, which are

based on various theories like Hartree-Fock self-consistent method, density functional

theory, semi-empirical method etc. By using these methods the wave functions of the

states as well as the eigenvalues can be calculated. With the help of this information, the

models can be devised, which will help in finding the excitation and de-excitation and so

on. When it comes to the process of dissociation or fragmentation, the structure details

like bond properties become important and they can be, in principle, calculated from the

above-mentioned methods.

Theoretical study to explain the energetic radiation interaction with the molecule to a

very good accuracy is difficult due to the simultaneous involvement of several collisional

processes during the experiment, which are results of the many-body interaction pro-

cesses. The experimental results become multidimensional in nature due to complexity

in the potential energy surface and associated many degrees of freedom (3N-6, where N

is the number of atoms in the molecule) for large molecules. The wavefunction for poly-

atomic systems is a function of several parameters simultaneously like bond distances,

bond angles, dihedral angles of rotation etc. Hence a quantum chemical approach based

on approximations helps in giving results with reasonable accuracy for nuclear coordi-

nates, vibrational modes, potential energy surface and the electronic wavefunction. This

chapter reviews various established methods of quantum computation of molecular struc-

ture with more stress on the models used as part of this work.



2.1 Quantum Chemistry Calculation

Quantum mechanics is required to properly describe the electronic structures of atoms

and molecules. Let us consider the simplest case of the hydrogen atom. To obtain time-

independent solution for hydrogen atom problem with quantum mechanics one must solve

the following equation which is written as

Eψ = Ĥψ (2.1)

where ψ is the wave function the describes an atom or molecule. The Hamiltonian

operator, Ĥ , is the sum of the kinetic (T̂ ) and potential (V̂ ) energy operators:

Ĥ = T̂ + V̂ =
�2

2µ
�2 + V̂ (r) (2.2)

where µ is the reduced mass of the system, and � is the reduced Planck constant. The

potential energy operator V̂ (r) in Eq. (2.2) is the potential describing the attraction be-

tween the electron and nucleus due to the Coulomb interaction. Solving the Schrodinger

equation (Eq.( 2.1)) involves finding both the wave function ψ, as well as the correspond-

ing energy of the system, E. For a two-body system like the H atom, this is a straightfor-

ward procedure. On the other hand, analytical solutions for systems with three or more

non-constrained interacting particles (e.g. electrons or protons) do not exist. Therefore

a number of numerical methods which are used for calculating the wave function of an

arbitrary many-body system and its energy.

The first approximation that is usually made when solving Schrodinger equation for

a molecule is the Born-Oppenheimer approximation [96], in which one assumes that the

motions of electrons and nuclei are decoupled, i.e. that the electrons instantaneously

adapt to any movement of the nuclei, and that the nuclei are therefore considered to be

stationary when calculating electronic wavefunctions. This simplification generally only

introduces a small error to the calculation of ground-state structures because the mass of

a proton is about 1836 times greater than that of an electron, and it is therefore used in all

of the methods that are commonly used.
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A well-known method for numerically calculating the wave function of atoms and

molecules is the Hartree-Fock method. In the Hartree-Fock model, explicit pairwise in-

teractions between the electrons are neglected. Instead, each electron moves in the mean

field of the other electrons in the system. By only considering such mean-field effects, the

HF method lacks a description for most types of explicit correlations between the motion

of the electrons. Despite these limitations, HF, can in many cases, still produce reason-

ably accurate results and perhaps more importantly, act as the first step to more advanced

models. Because the effective Hamiltonian (the Fock operator) for an electron in the HF

method depends on the averaged coordinates of the other electrons, the calculations are

performed iteratively. Using a trial wave function, the HF equations are solved which

result in a new wave function. The Fock operator is regenerated with this new function

and the processes are repeated until the wave function and Fock operator converge in a

self-consistent way. Because of this process, the HF method is often referred to as one of

the self-consistent field (SCF) method. Building upon the foundation of the HF method,

there is a number of more advanced models, known as post-HF methods. In one way

or another, these do away with the biggest limitation of HF: the mean field approxima-

tion. While increasing the computational cost, in some cases significantly, these methods

improve the accuracy of the results from HF through the inclusion of electron correlation.

An alternative to HF and post-HF methods is Density Functional Theory (DFT) [97].

In DFT, one uses the electron density to determine the energy of a system, in contrast

to the wave-functions based HF method. This is possible due to the Hohenberg-Kohn

theorem [98] which states that there is a direct one-to-one correspondence between any

observable quantity of a stationary many-electron system and the ground state electron

density of a system. This means that the problem of solving the N-body Schrodinger equa-

tion with 3N degrees of freedom is reduced to solving a problem only dependent on the

three spatial coordinates (r = (x, y, z)). Up to this point, DFT is an exact theory, but there

is a limitation to this scheme. While many of the components of the DFT method are well-

defined, the exact functions of the density function that describes the exchange-correlation

energy are unknown. The approach (functional) used to describe exchange-correlation en-

ergy is what sets different DFT methods apart. A plethora of different DFT functionals

exists, from purely theoretical models to empirically fitted forms, and combinations of

19



these in semi-empirical models. One of the functionals widely used as a DFT functional

for different isolated molecular systems is the B3LY (Becke, three-parameter, Lee-Yang-

Parr) [99]. For clusters and other large systems where long-range dispersion forces are

important, long-range corrected (LC) hybrid density functional, ωB97X-D [100] and lo-

cal density functional, M06-L [101] are often used as the lack of such interactions is a

shortcoming of most other DFT methods [102]. The quantum mechanical calculations

for molecular structure and dynamics are critical to this work and the quantum mechani-

cal computations are done with help of GAUSSIAN09 packages [103].

2.2 Structure Calculations

The work presented in this thesis focuses on three representative examples of PAHs and

PANHs family mainly naphthalene, quinoline, and isoquinoline. The interest comes from

the fact that these three molecules are structurally similar and two of them are isomers.

Therefore it is interesting to explore how their properties differ due to the difference in the

structure. These properties could include bond parameters in general, binding energies

and ionization potentials. Of course, there are more properties which could calculate,

which are dynamic in nature and would require more complicated methodologies, so this

work is not focusing on that. Moreover, for the process of charged particle energy loss,

the average electron density is the parameter which is critical. Therefore it is not expected

that the HF and DFT method would give the total electron density very differently even

though the binding energy value itself may change within a few fractions of electron

volts. So, therefore, HF level calculation is performed for the three molecules to obtain

the electron density distribution and the binding energies as well as ionization potential.

It is known that electron or ion impact ionization and fragmentation of the molecules

is mainly driven by the specific vacancy production by the projectile. Furthermore, under

Born approximation, the exact details of the molecular orbital weakly affect the over-

all cross sections. For all the cases considered here, the valence structure is dominated

by s and p orbitals and hence it is expected that naphthalene and its nitrogen-containing

derivatives will have similarity in terms of vacancy production. It has been seen and stud-
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ied in detail that C2H2 loss in PAHs and loss of HCN in the corresponding PANHs are

statistical decay channels. The decay constant of these processes strongly depends on the

intra-vibronic redistribution of the energy upon vacancy creation and electronic rearrange-

ments. Therefore, significant importance is given to the analysis of the possible statistical

loss of HCN while understanding the structure calculation results. In addition, as seen

earlier, the most prominent fragmentation channels are accompanied by HCN loss, and

therefore any influence on the probability of HCN loss in PANHs will directly impact

the fragmentation yields of various fragmentation channels. Thus, it becomes essential

that the variation of the statistical channels like HCN loss is understood in terms of the

detailed difference in the bond structure of these molecules. At this juncture, one must

consider the variation of individual bond structure and associated structural attributes de-

ciding the propensity of specific fragmentation channels. The three examples taken up

here obviously fall into two categories namely (i) naphthalene and (ii) quinoline and iso-

quinoline. The large structural difference between the two groups and the well-known

activation barriers for the two cases [87, 104] imply that naphthalene may show different

intensities of specific fragmentation channel, compared to the corresponding ones in the

second group. However, a certain similarity in the fragmentation process of quinoline in

comparison to isoquinoline is expected. This aspect is explored in more details in the

following section.

In order to understand the structural variations, the optimized geometry, as well as

the ionization potential and bond length changes, were computed for the three target

molecules using the HF method. The computations were performed with the help of

the quantum chemistry packages GAUSSIAN09 [105] by using 3-21G [106] basis. To

assess the consistency of these calculations, the ionization potential of each species is

compared. The similarities and differences between the three species in terms of their

structural attributes are analyzed based on the computational results. The calculated ion-

ization potentials for naphthalene, quinoline, isoquinoline were found to be 7.97 eV, 8.55

eV, 8.45 eV. These values compare well with the database value of 8.144 ±0.001 eV,

8.63 ±0.02 eV, 8.534 ±0.02 eV [107] respectively. From the HF calculation, highest

occupied molecular orbital(HOMO) value for the ionization potential(with opposite sign)

have been taken [108]. The similarity in the ionization potential for quinoline and iso-
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(a)

(b)

(c)

Figure 2.1: Structure of (a) Naphthalene (C10H8) (b) Quinoline (C9H7N) (c) isoquino-
line (C9H7N) (different colours refers to the individual atoms : grey - Carbon, blue -
Nitrogen, white - Hydrogen)
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quinoline are due to very similar structures electronically. Naphthalene, on the other

hand, is much easier to ionize. Figure 2.3 shows the similarity of molecular orbital en-

ergy eigenvalues for quinoline and isoquinoline. The next aspect of importance is the

energy loss mechanism during the interaction of the electron beam with the molecules.

It is well understood that in this collision regime with the electron as the projectile, the

only mechanism which is of significance is the electronic energy loss to the target. Thus

the electron density distribution in the molecule can be used as a measure of such energy

loss. Two targets with identical electronic energy density distribution would directly im-

ply identical energy loss in the collision process in consideration here. To this end, the

total valence electron density distribution in three dimensions is obtained from the calcu-

lation and the density is integrated for a given orientation of the molecule. The electron

density seen by the projection in the planar orientation of the target (which offers the

largest area and hence the cross section) is shown for the three targets in Figure 2.2. The

projected electron density appears to have a small enhancement near the nitrogen atom.

Considering the overall active area where the energy loss is expected to be significant,

this difference around the nitrogen atom would affect the energy loss process marginally.

A similar conclusion has been shown to be correct for various examples using energy loss

calculation by Monte-Carlo simulation [109], except that there is a small difference near

the N atom for quinoline and isoquinoline as seen in figure 2.1. Thus it is reasonable to

assume that the electronic energy loss in these three cases will be identical.

A variation in the bond length is observed when one carbon-hydrogen pair is replaced

in naphthalene by nitrogen to make CN bond in the quinoline and isoquinoline. In quino-

line, 4C-7N(α) bond shrinks by 0.058 a.u and 7N-9C(β) shrinks by 0.072 a.u. compared

to the corresponding atoms in naphthalene. Similarly, in the case of isoquinoline 7C-

9N(γ) bond shrinks by 0.075 a.u and 9N-10C(δ) is reduced by 0.050 a.u (α, β, γ, δ bond

are referred as in Figure 2.1). Due to the resonance structure, it is expected that corre-

sponding bond lengths will only interchange amongst α and β as well as amongst γ and

δ as seen in Figure 2.1. It is observed that the quinoline system is left with the only

option in the form HCN fragment. This is achieved by keeping the β bond intact and

thus the nitrogen atom pairs with one of the neighboring carbon atoms. The pairing with

carbon while keeping the bond α intact would require the breaking of a larger number
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Figure 2.2: Charge density of (a) Naphthalene (C10H8) (b) Quinoline (C9H7N) (c) iso-
quinoline (C9H7N)

of bonds thus requiring larger internal energy. As can be seen from the Figure 2.1, as

well as Table 2.1, the bonds labeled as α, are very unlikely to contribute in the forming

HCN fragment. On the other hand for isoquinoline, there could be two possibilities of,

either (i) bond γ or (ii) bond δ. Hence one expect that the intensity yield of HCN should

be approximately doubled in favor of isoquinoline for identical collision conditions. Of

course, a small deviation due to the slight difference in the actual cross-sections as well

as threshold energies in the two cases is expected. Thus for quinoline, bond β itself is

the only possibility. The difference would be due to the resonance structure, both γ and

δ bonds can contribute equally to the HCN formation. This is quantitatively clear by the

fact that the bond alteration in both cases is identical. And the roles of bond β and bond γ

or δ are also identical. Thus, with the help of HF calculation it is expected that at higher

energy electron impact, the branching ratios in quinoline and isoquinoline should vary by

a factor of two in favor of isoquinoline.

Generally, a considerable amount of complex computational efforts are required to

calculate various intermediate and transition state structure. Such detailed calculations

have been carried out for naphthalene [87] and for quinoline and isoquinoline [104]. But

such calculations are done in the context of photoionization measurements where the

internal energy distribution is known very accurately. In the case of charged particle im-

pact, the energy deposition process is complex and the internal energy covers a very broad
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Table 2.1
Hatree-Fock (HF) calculation for bond length by using GAUSSIAN09 with 3-21G basis
set (bond labels are give as in Figure 2.1)

Naphthalene
(C10H8)

Quinoline
(C9H7N)

Isoquinoline
(C9H7N)

Bond Length
(a. u.) Bond Label Bond Length

(a. u.) Bond Label Bond Length
(a. u.) Bond Label

1.414 1C− 3C 1.415 1C− 3C 1.416 1C− 3C
1.373 1C− 2C 1.373 1C− 2C 1.373 1C− 2C
1.419 2C− 4C 1.418 2C− 4C 1.417 2C− 4C
1.431 4C− 6C 1.429 4C− 6C 1.425 4C− 6C
1.419 5C− 6C 1.418 5C− 6C 1.418 5C− 6C
1.373 3C− 5C 1.373 3C− 5C 1.373 3C− 5C
1.419 4C− 7C 1.364 4C− 7N 1.421 4C− 7C
1.373 7C− 9C 1.314 7N− 9C 1.313 7C− 9N
1.414 9C− 10C 1.416 9C− 10C 1.361 9N− 10C
1.373 8C− 10C 1.371 8C− 10C 1.372 8C− 10C
1.419 6C− 8C 1.416 6C− 8C 1.475 6C− 8C
1.084 3C− 13H 1.084 3C− 13H 1.084 3C− 13H
1.085 5C− 14H 1.085 5C− 14H 1.084 5C− 14H
1.084 1C− 11H 1.084 1C− 11H 1.083 1C− 11H
1.084 2C− 12H 1.083 2C− 12H 1.084 2C− 12H
1.085 7C− 15H 1.085 8C− 15H 1.089 7C− 15H
1.084 9C− 17H 1.083 10C− 17H 1.085 10C− 17H
1.084 10C− 18H

1.087 9C− 16H 1.084 8C− 16H
1.085 8C− 16H
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Figure 2.3: Similarity of molecular orbital energy eigenvalues for quinoline and iso-
quinoline (dotted line shows a straight line with slope 1)

range of values. So the above analysis carried out only on the basis of the bond param-

eter is very simplistic. Therefore to put the present analysis in perspective, the work is

done on the neutral atom and low energy electron impact measurements on quinoline and

isoquinoline with isotopic labeling are refered [12,13]. In these studies, it was found that

with 70 eV electron collision with isoquinoline, nearly 70% of the HCN loss stems from

the carbon adjacent to the nitrogen atom and the rest comes from the structural isomeriza-

tion and hence randomization of the carbon-nitrogen pairing in HCN emission. A similar

analysis of quinoline shows that only 33% contribution comes from the nitrogen pairing

with adjacent carbon. In low-energy electron collisions, the HCN loss is seen to originate

entirely from the pairing of adjacent carbon atoms with nitrogen. The photodissociation

studies reported recently covers a very small range [104] of internal energies and hence

cannot be used in the present context to conclude about the dissociation yield propensity

in electron impact case.
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2.3 Conclusion

Using HF method calculation the structural properties of three molecules of PAHs have

been compared. There are several similarities in the structure is observed with a minor

difference in the bond length due to the replacement of CH with nitrogen. The electron

energy distribution will have same distribution everywhere except the location of nitrogen,

as expected. Therefore, it is expected that the electronic energy loss in the intermediate

velocity charged particle should be same. Since one of carbon-hydrogen pair is replaced

by nitrogen it is bound to have some small differences like the minor change in the bond

length. Considering that quinoline and isoquinoline are isomers, the exact location of

nitrogen does not influence, very strongly. Therefore, if there is bond dissociation process

it expected that it should be favorable in the case of isoquinoline compared to quinoline

and a probability which is twice that of isoquinoline than quinoline is also expected.

Experimentally it is shown that there is some amount of structural randomization in the

case of two isomers but such an estimate has not been performed theoretically. Though

the ratio to be two is expected, under certain operating conditions it has not been two;

but such measurement has not been done in detail. Baldwin et al. [12, 13] have shown

this randomization in low electron energy impact. The process is different than the usual

energy loss mechanism in the case of fast charged particle collision, so it is yet to study

how this ratio is getting affected as the function of projectile energy.
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Chapter 3

Principles of Electron Spectroscopy and Ion Mass

Spectrometry

Spectroscopy, in general, is used to determine the identity, quantity, structure, and the

environment of atoms, molecules, and ions by analyzing the particles (photons, neutrons,

charged particles) emitted, absorbed or scattered by them. Electron spectroscopy, in par-

ticular, analyzes the electrons emitted or scattered by the sample and ion spectroscopy

determines the properties of ions created in various ionizing/fragmentation processes.

During the past few decades, the development of electron spectroscopy has been vital

both in the instrumentation and in the theoretical aspect of the spectra. The state-of-the-

art electron spectrometers can achieve sub-meV energy resolution over a broad range of

electron kinetic energy. It can be used to measure a number of other parameters char-

acterizing the emitted electrons, such as their angular distribution and spin. Similarly,

ion spectroscopy has developed rapidly in the last decades. Modern spectrometer designs

are suitable not only for determining the chemical constituents of the sample but also for

precise studies of molecular dynamics and dissociation processes. The capability of this

instrument is substantially augmented by the technique of coincidence. This technique is

based on recording multi measured parameter in a correlated manner.

A crucial component in experimental studies of electron and ion spectroscopy is al-

ways the method and the source of ionization. Here, a broad variety of sources is avail-

able, suitable for different techniques and for probing different properties of the electronic

structure of the matter. The sample can be bombarded by electrons (electron guns), ions,

ultraviolet radiation (gas discharge lamps) or x-rays (x-ray tubes). A revolutionary new

source for electron spectroscopy was found in 1947 with the discovery of synchrotron

radiation [110]. As for future radiation sources for atomic/molecular spectroscopy, free

electron lasers are currently being developed [111]. Spectrometers are essential for the

measurement of energy and angular distribution of electrons and ions. Finally, the detec-



tion mechanism and data acquisition are required for completing the precise experimental

measurement of electron and ion properties, and dynamics. Main areas of application of

electron and ion mass spectrometry are atomic and molecular physics, solid state physics,

chemistry, biology, materials science and other industrial applications.

3.1 Requirements for Experimental Study

To realize the design of a charged particle interaction/collision experimental system, it is

necessary to create an environment where a stream of particles can travel without loss of

momentum, and make electrodes and pole pieces that faithfully produce the electrical and

magnetic fields necessary to deflect the particles. Moreover, the cost-based instrumenta-

tion feasibility is also to be considered. Here the discussion is the basic requirement for

experimental construction of ion/electron spectroscopy.

When an atom, molecule or charged particle travels in the atmospheric pressure (of

the order of 1 bar), it can travel tens of nanometers (mean free path) between successive

impacts (collisions), which modify its direction, or energy, or other particle properties. If

the pressure is reduced to 1 millibar, the mean free path increases to a few micrometers. So

it follows that high vacuum ( ∼ 10−7 millibar) is required for the operation of a charged-

particle experimental system with minimal probability of collision with background gas.

An oil-free vacuum system with turbomolecular pumps, ion pumps, or sorption pumps

is most desirable, although a system evacuated with a properly trapped oil diffusion pump

is adequate in many cases. For high vacuum, the experimental chamber surfaces must

be kept clean, since contamination with an insulating material will result in evaporation

and reduce the vacuum capability. Moreover, the buildup of surface charges causes an

unpredictable deflection of charged particles passing nearby. Clean electrode surfaces

are particularly important for particles of energy less than 100 eV and when high spatial

resolution is required. All electrodes must be clean and free of hydrocarbon contamination

before installation in the vacuum system. Baking the chamber will improve the vacuum

quality as well as electrode surface conductivity. Electrode surface quality and stability

are often improved by a coating of carbon black. These techniques were followed for
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the e, 2e experimental setup.

The very important factor in the instrumentation is to choose the right material for con-

structing the experimental chamber, electrodes, electrical shielding, wiring etc. Stainless

steel is widely used for chamber making because it has the advantage of being bakeable,

strong, and easy to machine. The materials used to construct electrode elements must

be such that the equipotential surfaces near the electrodes faithfully follow the contours

of the electrode surfaces.The refractory metals such as tungsten, tantalum, molybdenum,

and oxygen free high conductivity copper are probably the best electrode materials. These

metals have a low and uniform surface potential, do not oxidize at ordinary tempera-

tures, and are also bakeable. Electrodes and other electric lenses must be mounted on

non-conducting materials. Glass, ceramic, mica and Teflon are the best option for this

purpose.

In the coming sections, the principle of operation of the spectrometers widely used

in electron and ion spectroscopy will be discussed. As a detailed discussion of the many

types of mass/energy analyzers that have been developed is beyond the scope of this

thesis, the principles of operation of a few representative electron and ion analyzers will

only be described.

3.2 Electron Spectrometers

The main purpose of electron spectrometers is to separate free electrons according to their

kinetic energy and to record their energy distribution (i.e. to record the number of elec-

trons having a certain kinetic energy). Additionally, other parameters like electron angular

distribution or the electron spin can also be recorded. The main goal in designing electron

spectrometers is to achieve high energy resolution (the minimum energy difference be-

tween two electrons which can be separated) and high transmission (the effective electron

collection by the spectrometer). However, these two contradict each other; increasing

the transmission of the spectrometer leading to lower energy resolution and vice versa.

Practical spectrometer designs compromise between these requirements, depending on

the specific application. In electron energy analyzers, the electrons with different energy

31



follow a different path and can be separated in space. The path separation is achieved

using the Lorentz force,

−→
F = e

−→
E + (e−→v ×−→

B ), (3.1)

where e is the charge of the electron, E is the electric field vector, v is the velocity of

the electron and B is the magnetic field vector. Depending on the type of analyzer, one

can obtain the energy distribution, the mass distribution or both. In practice, it is sufficient

to use only either electric or magnetic field analyzers and only in some rare cases, both

fields are used simultaneously. In the present work, electrostatic analyzers are used since

the trajectory of primary (projectile), secondary electron should not be affected by the

magnetic field. So in the section below, discussing the familiar electrostatic analyzers

common in electron spectrometry have been discussed.

3.2.1 Retarding Field Energy Analyzer

The most commonly used energy analyzer is the retarding field energy analyzer (RFEA)

also known as retarding potential energy analyzer (RPEA) or multi-grid analyzer, where

the kinetic energy of the particles is deduced from the height of a potential barrier that they

can just surmount with a series of grids used to select particles having a given charge sign

and to analyse the energy distribution of these particles. Depending on the grid biasing,

the analyzer using (at least) three grids and a collector can be configured to measure either

ions or electrons [112–114]. A typical design of the RFEA is shown in Figure 3.1.

The current at the collector is the integrated current of particles whose energy exceeds

the potential established by the grid. As the grid potential is reduced from that at which

all current is cut off, the collector current increases. To obtain the energy distribution,

the integrated current as a function of retarding potential must be differentiated. One

drawback of this method is that only the component of velocity normal to the retarding

grid is selected. There are also a number of practical difficulties. The ratio of the initial

energy to the energy at the potential barrier varies rapidly for particles near the threshold

for penetrating the retarding barrier. This gives rise to rapidly varying focusing effects
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Figure 3.1: Schematic of an RFEA

near the threshold so that the particles approaching slightly off axis are often deflected

away from the collector. As a result, the transmission of the analyzer is unpredictable

near the threshold. Another problem with retarding potential analyzers is that the low-

energy particles near the retarding grid are seriously affected by space charge and by

stray electric and magnetic fields. These analyzers are very easy to construct and are very

compact, but the vagaries of their performance suggest that their use for high-resolution

energy analysis be avoided if possible.

The deflection of the charged particle in an electric or magnetic field can be recorded

as a function of the particle energy per unit charge, or momentum per unit charge. These

are called energy dispersive analyzers, which offers much more effective performance

when compared to RPEA. Parallel plate analyzer (PPA), cylindrical mirror analyzer (CMA),

a hemispherical analyzer (HDA) are the examples for dispersive energy analyzers.

3.2.2 Parallel Plate Analyzer

A PPA is one of the simplest electrostatic analyzers which employ a uniform field cre-

ated by placing a potential difference across a pair of plane-parallel plates, as shown in

Figure 3.2 with slits for allowing particles to enter and exit [115].

The separation of electrons with different kinetic energy is achieved in a static electric

field ε between two parallel plates as shown in Figure 3.2. The Lorentz force acts along
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Figure 3.2: Parallel plate analyzer schematic with electron trajectory

the y-axis giving the accelearation a = eε
m

. The velocity along the x-axis is constant. The

electron follows a parabolic path between the plates,

y = − a

2v0 cos2 θ
x2 + tan θ, (3.2)

here, v0 is the initial velocity at the angle θ from the x-axis. The distance travelled

between the plates along the x-axis is x = tv0 cos θ. After calculating the flight time t, the

distance L0 can be obtained.

The deflection potential Vd (V), in relation to the incident energy E (eV), the plate

spacing d, and the slit separation L is given by

Vd = (
E

q
)
2d

L
, (3.3)

and the energy resolution is,

ΔE

E
=

w

L
+ (Δα)2 +

1

2
(Δβ)2, (3.4)

where w is the entrance and exit slit width, α is the angle in the plane of deflection

and β is the angle in the perpendicular plane of deflection.

Although the parallel plate is an attractive design because of its simple geometry,

there are several problems. The entrance apertures or slits in the front plate are at the
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boundary of a strong field and hence act as lenses to produce unwanted aberrations. This

problem can be alleviated for the design with the energy-resolving slits in a field-free

region by placing a fine wire mesh over these entrance apertures to mend the field. A

large electrical potential must be applied to the back plate, creating a strong electrostatic

field outside the analyzer. The apparatus in which the analyzer is installed must often be

shielded from this field. In addition, as the gap between the plates is large, the fringing

field at the edges of the plates can penetrate into the deflection region. This problem can

be solved by extending the edges of the plate well beyond the deflection region, or by

placing compensating electrodes at the edges of the gap.

3.2.3 Cylindrical Analyzer

There are two types of cylindrical analyzer (i) cylindrical sector analyzer (ii) cylindrical

mirror analyzer

Cylindrical Sector Analyzer

The cylindrical sector analyzer (CSA) consists of a pair of curved plates (as shown in

Figure 3.3), such that the electric field is radial [116]. It is designed with the electric

field E perpendicular to V so that the energy of the particles remains constant. Particles

are injected midway between the electrodes in a direction approximately tangent to the

circular arc of radius R0.

Assuming a charged particle that originates at ground potential with essentially no

kinetic energy, and a mean pass energy E = −qV (the energy of the particle that travels

along the central path of radius R0), the potentials to be applied to the outer (R2) and

inner (R1) cylindrical elements are:

Vouter = V (1− 2ln
R2

R0

), (3.5)

Vinner = V (1− 2ln
R1

R0

), (3.6)

The energy resolution of CSA is,
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Figure 3.3: 1270 Cylindrical sector analyzer schematic

ΔE

E
=

w

R0 +
2
3
(Δα)2 + 1

2
(Δβ)2

, (3.7)

where w is the slit width, α is the angle in the plane of deflection and β is the angle in

the perpendicular plane of deflection.

Cylindrical Mirror Analyzer

The cylindrical-mirror analyzer is similar to the parallel plate analyzer except that the

deflection plates are coaxial cylinders (2D projection of CMA is shown in Figure 3.4).

This analyzer is symmetrical around the z-axis, which means that the charged particle in a

cone can be focused on the same spot, which in turns gives the space focusing. An obvious

advantage of this analyzer is that particles at any azimuthal angle can be collected [117].

For optimum performance the entry angle α = 42.30, in which case the distance from

the source to detector is L = 6.12r1. The inner cylindrical plate is at the same potential

as the source, and the potential on the outer cylinder, relative to the inner cylinder, is

Vouter = 0.763(
E

q
ln(

r2
r1
)) (3.8)

The resolution of the axial-focusing cylindrical mirror analyzer is,
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Figure 3.4: Cylindrical mirror analyzer schematic

ΔE

E
= 1.09(

w

L
), (3.9)

for a source of axial extent w and an energy-resolving aperture of diameter w� =

w sinα perpendicular to the axis. Moreover, if the source is not small and well-defined,

the entry and exit slots in the inner cylinder can be used to define the resolution of the

cylindrical mirror analyzer.

3.2.4 Hemispherical Analyzer

A hemispherical analyzer is a type of dispersive analyzer, where the deflecting electric

field is created between two half-spheres with a common center (as shown in Figure 3.5).

As with the cylindrical mirror, the spherical analyzer can also be used to collect all parti-

cles emitted from a point source at or near a particular polar angle.

Assuming a charged particle that originates at ground potential with essentially no

kinetic energy, and a mean pass energy E = −qV (the energy of the particle that travels

along the central path of radius r0 ), the potential to be applied to the outer and inner

spherical elements are

Vouter = V (2
r0
r2

− 1) (3.10)
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Figure 3.5: 2D schematic view of hemispherical analyzer

Vinner = V (2
r0
r1

− 1) (3.11)

where r1 and r2 are the radius of inner and outer spheres, respectively

The resolution of the 1800 spherical sectors is,

ΔE

E
=

w

2r0
+

1

2
(Δα)2 (3.12)

wherew is the slit width, α is the angle in the plane of deflection and β is the angle in

the perpendicular plane of deflection.

In comparison with the parallel-plate or cylindrical mirror analyzers, the spherical an-

alyzer has the advantage of requiring relatively low electrical potentials on the electrodes.

Because the electrodes are closely spaced in the spherical analyzer, fringing fields are less

of a problem and more easily controlled. The chief drawback of this type of analyzer is

the difficulty of fabrication and mounting, and more importantly the collection efficiency.

3.2.5 Toroidal Analyzer

In the toroidal electron analyzer, the electrons in a certain energy range traverse the gap

between the toroidal sectors, where they will be deflected and dispersed at the exit as

shown in Figure3.6 [118] ensuring the parallel-to-point focusing in the axial plane which
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Figure 3.6: Double toroidal analyzer schematic with detector

is perpendicular to the central axis [119]. The potential applied to the inner and outer

toroidal sectors could be expressed as

Vr1,r2 =
2Vp

πa
(πa+ 2b)[ln

b(2r1,2 + πa)

r1,2(2b+ πa)
] (3.13)

where cylindrical radius a (as shown in Figure 3.6) and r1, r2 are the spherical radii

of the inner and outer toroidal surfaces, respectively. The zero potential is chosen to lie

on the central path of the radius b = (r1+r2)
2

.

Toroidal electron spectrometer has high resolution and efficiency compared to con-

ventional electron spectrometers, but it adds the complexity of fabrication.

3.2.6 Time-of-Flight Energy Analyzer

In a time of flight electron analyzer, the electrons with different energy are not separated in

space, but in time. All electrons follow the same flight path, but more energetic electrons

arrive at the detector before those electrons which are having comparatively less energy.

The instrument contains a retardation/acceleration region, where the initial kinetic en-
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Figure 3.7: Time of flight energy analyzer with pulse processing and data acquisition
schematic

ergy of the electrons are shifted so that the flight time falls into the time measurement

range of the instrument (Figure 3.7). Typically, fast electrons are decelerated before en-

tering the field-free drift tube, a long tube where electrons with different velocity become

sufficiently separated in time before reaching the detector. For an electron with an energy

Ek after deceleration/acceleration, the flight time to the detector is,

t = L

�
m

2Ek

(3.14)

where L is the length of the field free drift tube. For example, for Ek =10 eV and

L=100 mm, t ≈ 50ns.

The flight time is measured electronically, using the ionization event as the START

pulse and the electron’s arrival at the detector as STOP. The ionization source must operate

in a pulsed mode so that the electrons produced by one pulse have time to reach the

detector before the next ionization pulse. The time and energy resolution of the ToF

analyzers depends on the time spread of electrons that follow a different flight path to the

detector, the duration of the ionization pulse and on the accuracy of the time measurement

electronics.

ToF analyzers are relatively simple and have a high transmission. Moreover, it has the

ability to detect electrons over a broad energy range simultaneously. But in ToF analyzers

it is difficult to achieve as high resolution as with dispersive analyzers and it requires
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pulsed mode sources. Conversion from ToF spectrum to the energy spectrum is non-

linear, and the energy resolution is not constant across the spectrum.

3.3 Ion Spectrometers

In ion mass spectroscopy, the mass to charge ratio of the ions is determined, which al-

lows in determining the chemical composition of the sample, and also a number of ad-

ditional properties such as the kinetic energy distribution, the angular distribution and

the correlation with other particles that originate from the same ionization event. Three

main categories of modern ion mass spectrometers exist (i) magnetic sector analyzers (ii)

quadrupole mass analyzers iii) time-of-flight analyzers.

3.3.1 Magnetic Sector Analyzer

In a magnetic deflection mass spectrometer, ions leaving the ion source are accelerated to

a high velocity. The ions then pass through a magnetic sector in which the magnetic field

is applied in a direction perpendicular to the direction of ion motion. When acceleration

is applied perpendicular to the direction of motion of an object, the object’s speed remains

constant, but the object travels in a circular path. Therefore, the magnetic sector follows

an arc; the radius and angle of the arc vary with different ion optical designs.

The ions enter the magnetic field with B perpendicular to their velocity. While in the

constant magnetic field, the ions follow a circular path with radius r0 so that, the mass by

charge ratio is given as,

m

q
=

B2r20
2V

(3.15)

In order to obtain a spectrum over a range of m/q values, either voltage V in the ac-

celeration region or magnetic field strength B must be scanned. According to the spatial

focusing properties of the equipment, there are single focusing analyzers, where a circular

beam path of 180, 90, or 60 degrees can be used, and double focusing analyzers, where

an electrostatic analyzer is added to separate particles with the difference in kinetic ener-
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Figure 3.8: Principal components of a magnetic sector ion mass analyzer

gies. In a single-focusing magnetic sector instrument, there is a lack of uniformity in ion

energies, since the accelerating potential experienced by an ion depends on the region at

which it is formed in the ionization chamber.

3.3.2 Quadrupole Mass Analyzer

A quadrupole field is formed by four electrically conducting parallel rods, as shown in

Figure 3.9 [120]. Opposite pair of electrodes is electrically connected. One diagonally

opposite pair of rods is held at +Udc volts and the other pair at -Udc volts. An RF voltage

supplies a signal (+Vcosωt) to the first pair of rods and (-Vcosωt) to the second pair of

rods, which appear as oscillating hyperbolic potentials between the four rods [120]. Ions

from the ion source are injected into the quadrupole through a circular aperture. As the

ions move down the quadrupole, they undergo transverse motion in X-Y planes.

The applied voltages affect the trajectory of ions traveling down the flight path cen-

tered between the four rods. For a given DC/AC voltage, only those ions of a certain

mass-to-charge ratio pass through the quadrupole filter, and all the other ions are thrown

out of their original path. A mass spectrum is obtained by monitoring the ions passing
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Figure 3.9: Schematic of quadrupole mass analyzer

through the quadrupole filter as the voltages on the rods are varied. There are two meth-

ods: varying ω and holding U and V constant, or varying U and V fixed for a constant

ω.

3.3.3 Time-of-Flight Mass Spectrometer

Time-of-flight mass spectrometer (ToFMS) is one of the simplest mass analyzing devices,

which separates ions after their initial acceleration by uniform electric fields, according

to their velocities when they drift in a field-free region ( as shown in Figure 3.10). The

time differences resulting from the initial spatial distribution of the ions along the axis

of the flight tube is commonly minimized by incorporating the two field acceleration

geometry and space focusing principles introduced by Wiley and McLaren [67]. The

focus condition given by Wiley and McLaren makes the flight time of ions independent of

their generating points in the ionization region to first order. Two main modes of operation

of ion ToF analyzers are the constant extraction field mode and pulsed extraction field

mode. In the constant field mode, all voltages applied to the instrument are kept constant.

The ion extraction starts at the moment it is created. The electric field strength in the

extraction region should be sufficient to direct all the created ions into the acceleration

region before they leave the extraction region. Whereas, in the pulsed mode, during the

interaction, the extraction field will not be present. Immediate after the ion formation,

with the help of fast response, switch the interaction field will be applied and extract the

ions to the acceleration region before they drift in the field free interaction region. This
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requires additional complexity in the instrument.

The primary information to be obtained from the ion ToF spectra is the mass/charge

ratio of the ions. The kinetic energy of the ions can be obtained in some instruments with

additional hardware. The velocity of positive ions is typically much smaller than that of

electrons. To obtain the mass resolved ToF spectra, ions must first be extracted from the

sample region and then accelerated before entering the field-free drift region.

In order to measure the flight time, the moment of the ion detection must be deter-

mined with respect to the ion creation. One possibility is to use a pulsed ionization source.

Since electrons travel much faster than ions, these pulses correspond closely to the time

of possible ionization events and can be used as a START pulse for the timing electronics.

The STOP pulse or pulses are obtained, as usual, from the ion detector. The second pos-

sibility is also to detect the electrons from the ionization events to perform coincidence

measurements. For this, an electron detector is placed at the opposite side of the extrac-

tion region. Again, since the electron flight time is much shorter than the ion flight time,

the detected electrons provide a suitable START pulse for the ion ToF measurement. To

derive the flight time of ions, consider an ion created in interaction region having charge

q and mass m with initial energy U0 and increases to U when it accelerates.

U = U0 + qsEs + qdEd (3.16)

and time-of-flight,

T (U0, s) = Ts + Td + TD, (3.17)

Ts =

�
2m[U0 + qEs]

qEs

±
√
2mU0

qEs

, (3.18)

Td =

√
2mU

qEd

−
�
2m[U0 + qEss]

qEd

, (3.19)

TD =
D

2

�
2m

U0 + qEd

, (3.20)

where, Ts, Td and TD is the time-of-flight in interaction region, extraction region and
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Figure 3.10: Layout of a Wiley-McLaren type ion ToF analyzer

drift tube respectively. The ± sign in Ts corresponds to initial velocity directed respec-

tively away from and towards the extraction field. This equation is the general flight time

equation in which most of the experimental quantity such as D, s, d, EsandEd are known.

3.3.4 Reflectron Time-of-Flight Mass Spectrometer

In order to achieve very high mass resolution, the time spread due to the kinetic energy of

the ions must be eliminated, in addition to the space focusing. Wilely-Mclaren geometry

is correct for these parameters only to first order. This second order correction can be

achieved by using a reflection of ions. In reflectron, the drift region is separated into

two parts, with a reflection region in between. The electric field between the grids in the

reflection region is chosen to stop the ions and eventually accelerate them backward to the

same kinetic energy, as shown in Figure 3.11. In the usual "linear" ToF, ions with initial

velocity towards the acceleration region (and the detector) arrive earlier. In reflectron ToF,
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Figure 3.11: Principle of reflectron mass analyzer

these ions penetrate further into the reflection region (between UF andUR ) and thus their

total flight path increases.

Ions with initial velocity away from the acceleration region have slightly less kinetic

energy when arriving at the reflection region and are "turned back" at an earlier point, thus

their flight path is shorter. The differences in the flight path can be used to compensate

for the different velocities at which the ions travel. For calculating the reflection volt-

ages needed for the exact compensation of the initial kinetic energy effects, the following

equation can be used,

tR =
2dR

UR − UF

�
2qEk

m
, (3.21)

where, tR is the time spent in the reflection region, dR is the length of the reflection

region and Ek is the exact kinetic energy of the ions. For two ions with kinetic energies

Ek1 and Ek2 the time difference tR1 − tR2 must be equal to tD2 − tD1, where tD is the
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flight time in the drift region.

3.4 Detection Systems

Once the electron energy and ion mass selection are performed with the help of spec-

trometers, one needs to detect these particles. In this section, the details of the detection

techniques used in spectroscopy will be discussed. For particle energies up to a few tens

of keV, a stream of charged particles of sufficient intensity can be collected and measured

directly as an electrical current. Charged particles can also be detected with photographic

emulsions, scintillators, and various solid-state devices. For the charged particle detec-

tion, there are two ways of detection (i) the particles can be collected at a metal surface

and the resultant electrical current measured directly (ii) they can be detected by collect-

ing the slower secondary electrons that are ejected from a metal surface by impact of the

primary particle. Here few major detectors in use for electron/ion detection are described.

3.4.1 Faraday Cup

The collector for the direct detection of a current of a charged particle is called a Faraday

cup (FC) (Figure 3.12). The electric current of the FC is dependent on the incident parti-

cle beam current. These simple collectors are connected directly to a current-measuring

device and are useful at currents down to the detection limits of modern electrometers

about 10−14 A. In the case of ion beam or high-energy electron beam detection, care must

be taken because backscattered and secondary electrons may be ejected from the interior

surface of the cup when the charged particles strike. These electrons may escape from

the FC aperture. This results in the current overestimation for positively charged parti-

cle beams and current underestimation for electrons and other negative charged particle

beams from the true values of current. To prevent the escape of secondary electrons, the

depth of a Faraday cup should be at least five times its diameter. A suppressor aperture

or grid biased to about -30 V in front of a Faraday cup effectively prevents the escape of

most secondary electrons. The Faraday cup is a direct current measurement detector and

relatively insensitive but, very robust.

47



Figure 3.12: Faraday cup with secondary electron suppressor

3.4.2 Channel Electron Multiplier

A channel electron multiplier/channeltron (CEM) has a high surface resistance which

forms a continuous dynode (as in Figure 3.13a) when a potential is applied between the

input and output end of the CEM [121]. Dynode has the property of emitting secondary

electrons when primary particles impinge upon it (Figure 3.13b).

When a charged particle or photon strikes the input aperture of the channeltron, it

produces secondary electrons, and these electrons are accelerated down the channel by a

positive bias. The electrons strike the channel walls, producing additional electrons (and

so on) from the surface with multiple collision, and amplifies the electrons to 106 − 108

times. Biasing of the CEM depends upon the amplification and operation voltage thresh-

old. Typically for detection of positive ions, the input is at a negative potential of 1200

to 3000 volts and the output is on the ground. For detection of negative ions, the input

is generally on the ground or some positive potential, and the output is at a high positive

voltage. The standard CEMs are capable of detecting a maximum of 5 million particles

per second.

3.4.3 Microchannel Plate Detector

Microchannel plate detector (MCP) is a two-dimensional periodic array of very-small

diameter glass capillaries (channels) fused together and sliced in a thin plate that amplifies
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(a)

(b)

Figure 3.13: Channel electron multiplier (a) Schematic (b) Dynode working principle
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(a)

(b)

Figure 3.14: Microchannel plate detector (a) Schematic of MCP assembled (b) Dynode
with potential working principle

electron signal similar to CEM. One can consider MCP as an assembly of millions of

miniature CEMs in micron scale (Figure 3.14)

An incident particle (ion, electron, photon etc.) enters a channel and emits an electron

from the channel wall. Secondary electrons are accelerated by an electric field developed

by a voltage applied across both the ends of the MCP. These electrons travel along their

parabolic trajectories until they, in turn, strike the channel surface, thus producing more

secondary electrons. This process is repeated many times along the channel; as a result,

this cascade process yields a cloud of several thousand electrons, which emerge from the

rear of the plate. The efficiency of MCP for various kinds of particle detection has been

discussed in detail by Wiza et al. [122]. Generally, two or more MCPs are operated in

series and for a single particle hit it can generate a pulse of 108 or more electrons at the
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output. The output signals are typically collected in any of several ways, including metal

or multi-metal anodes, the resistive anode (1D or 2D), wedge and strip anode, delay line

anode or on a phosphor screen deposited on a fiber-optic or other substrate. Microchannel

plates have a combination of unique properties like high gain, high spatial resolution, and

high temporal resolution. They can be used in a large variety of applications including,

imaging spectroscopy, electron spectroscopy, and electron microscopy, mass spectrome-

try, astronomy, molecular and atomic collision studies, cluster physics etc.

3.4.4 Position Readout

By using microchannel plate detector it is possible to get the position information (imag-

ing) of charged particles by using different kinds of position enabled detection techniques

like phosphorous screen, charged coupled device (CCD), the wedge and strip anode, de-

lay line anode etc. Position encoding is achieved in the second stage, where a coordinate

is assigned to the centroid of the electron cloud emerging from the back of the MCP.

CCD/CMOS Camera

Figure 3.15: MCP detector with CCD/CMOS imaging camera

The CCD/CMOS camera detector comprises a phosphorous screen along with charged

coupled device (CCD) or complementary metal-oxide-semiconductor (CMOS) camera in

the back of an MCP (as shown in Figure 3.15 [123]). When the electron cloud created by

the MCP falls on a semi-transparent phosphor screen, it is transformed into a localized
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photon shower [124–126]. These intensified photon events are bright enough to be de-

tected with a normal CCD or CMOS camera, and can, in fact, be observed with the naked

eye. Due to the slow electronic readout of the optical image with its microsecond time

resolution, it is not very useful for obtaining timing information or rapid readouts.

2D Resistive Anode Readout

Resistive anode readout consists of a square sheet of insulating material with resistivity

coating and a contact at each corner. The pulse amplitudes and rise-times are propor-

tional to the event distance from the contact, and the event location can be determined

from either the charge division or the difference in the signal timing between opposing

contacts [127, 128]

Quadrant Anode

In a quadrant anode, the anode is divided into quarters and placed behind the MCPs, such

that for each photon/ charged particle event, part of the electron cloud hits each of the

four quadrants [129]. The event position can then be calculated from relative amounts

of charge collected by each quadrant (Figure 3.16). Some designs have a ring-shaped

fifth anode around the detector inside to help spread out the electron cloud over the four

quadrants [130–132].

Figure 3.16: Quadrant anode, where the position is obtained from the relative charge in
the four quadrants
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Wedge and Strip Anode

The most common wedge and strip anode design have three electrode elements (as shown

in Figure 3.17 [123]). The relative charge in the wedge is related the event position in

the direction parallel to the wedges, and the strips are not of equal width and thus the

charges are collected by the strip [133, 134]. The anode can be used for the calculation

of the event position in the direction perpendicular to the strip. Wedge and strip anodes

provide a simple but effective means of imaging through linear position dependent charge

division amongst several conductive electrode elements [135].

Figure 3.17: Wedge and strip detector

Delay Line Anode

A delay line anode (DLA) is a position (x, y) and time (t) sensitive microchannel plate

area detector for imaging of single counted particles with or without temporal resolution

in the picosecond range [136]. The anode consists basically of two meander structured

delay lines (a bare copper wire wound); one rotated by 90◦ with respect to the other and

both isolated from each other (as shown in Figure 3.18a [137]). The electron cloud from

the MCP stack output is drawn to the detector anode by a positive potential difference

between the anode and back side of MCP stack, where it induces electrical pulses into the

delay line by capacitive coupling. The pulses are traveling to both ends of the meander

within a time determined by the hitting position (Figure 3.18b [137]). The position of
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(a)

(b)

Figure 3.18: Delay line anode detector (a) Assembled with MCP (b) DLA with MCP
working principle

a charge pulse is encoded by the signal arrival time differences at opposite ends of the

delayline [138].

In order to determine the time difference between an outer time marker and the particle

impact, the signal from MCP can be used as a reference (the time zero signal). In this way

it possible to deduce the particle impact time from the delay line signals, by using the sum

values,

sumx = x1 + x2 (3.22)

sumy = y1 + y2 (3.23)

These sum values are constant within resolution less than 1 nS.

For completing the experimental set-up for electron and ion spectroscopic studies,

there are other important factors like electronics, data acquisition, data analysis etc. should

be involved. These topics will be discussed in detail in the instrumentation and associated

electronics for e,2e experiment section in Chapter 4.
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Chapter 4

Experimental Methodology

There are three very important aspects of the coincidence experimental setup, which are to

be taken care, namely, the source of excitation which in the present context is the electron

beam, the electron spectrometer, and the mass spectrometer. For a multi coincidence ex-

periment, the design and instrumentation are to be done carefully by considering the kind

of processes and physics to be targeted. For instance, if one uses an electron beam as the

projectile, it is important to know the energy of the beam, the electron detection system

for the secondary electron, the expected mass of the ion and the resolution and efficiency

of the spectrometers. Depending upon these, the design and instrumentation become very

critical, particularly when one has to pulse the electron beam as well as mass extraction

in a very complicated sequence. Moreover, if the experiment is targeted towards a par-

ticular type of process, it requires special considerations. In a typical electron-molecule

collision, depending on the energy and momentum transfer to the target molecule below

listed processes are possible,

1. e− +ABC → ABC∗ + e− Excitation

2. e− +ABC → ABC− Electron capture

3. e− +ABC → ABC+ + 2e− Direct ionization

4. e− +ABC → AB+ + C+ 2e− Dissociative ionization/Fragmentation

In this work, the 3rd and 4th processes are the target and in the 4th process, the evap-

orative processes due to statistical dissociation in the large molecule. The experimental

setup for this kind of process requires certain considerations on the projectile beam and

the type of target to be used. For example, if one is studying very light molecules and then

uses a linear type of mass spectrometer for the mass analysis, the transverse momentum

of the fragment or intact ion plays a very important role in deciding the size of the drift



tube [139]. Whereas, in the case of large molecules the transverse momenta are large

but the velocities are small and therefore the expected displacement of the particle before

hitting the detector at the end is very small. Therefore, the drift tube which is large in

diameter is not necessary, and for the same reason, the ion detector need not be a position

sensitive detector. The electron impact ionization (e, 2e) is a very useful technique to

study the structure and dynamical properties of the molecules like PAHs and PANHs with

its simplicity and economic experimental realization.

4.1 e, 2e Experiment

Electron impact ionization procedure usually produces a range of molecular fragments

that in most cases, help to elucidate the structure of the molecule. However, although

molecular ions are often produced, by knowing the secondary electron energy and angular

distribution [140], one can understand the dynamical properties of the molecule, since

these properties are related to molecular orbitals. The above listed 3rd and 4th processes,

involves the production of secondary electrons and a possible ionic fragment or intact

molecular ion. An experiment which uses electron impact, ideally, one should study

projectile as well estimate the energy loss to the target. But due to the limitation, right

now in this experiment only the secondary electron and recoil ion are measured. This

instrument also has the possibility of projectile energy loss measurement once the parallel

plate analyzer is assembled as per the plan. This provision will enable us to perform

double and triple coincidence measurement in electron-ion coincidence experiment. In

the coming section, the details of the experimental setup developed in the Atomic and

Molecular Physics lab at IIST, Thiruvananthapuram has been discussed.

4.2 Simulation and Design

In combined electron-ion coincidence experiment, a constant electric field in the interac-

tion region adds difficulty, as the secondary electrons in the low energy regions are very

sensitive to the electric field. To understand the sensitivity of electric field in the inter-
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action region as well as particle trajectory through the spectrometer, simulation of the

spectrometers and other components were performed. The simulation of the electron gun,

cylindrical mirror analyzer, parallel plate analyzer and time-of-flight mass spectrometer

is done using SIMION8.0 [141] for optimized geometry as well as voltages for projectile

electron beam trajectory, secondary electron energy, and ion trajectory. SIMION8.0 is

a software package primarily used to calculate the electric fields and the trajectories of

charged particles in those fields. It has the provision to give configuration of electrodes

with voltages and particle initial conditions, including optional RF (quasi-static), mag-

netic field, and collisional effects. Typical electron-ion coincidence experiment is done

with the constant electric field in the interaction region, but it requires correction for the

projectile beam deflection as well as secondary electron energy [142]. In the electron

impact experiment, pulsed extraction of an ion by using a time-varying electric field in

the interaction region is used. Moreover, as the timing of the ion extraction for the cor-

responding electron is critical in this experiment, a complete study of the electron-ion

coincidence measurement is done using SIMION8.0. The experimental setup is designed

using SOLIDWORKS software package (Figure 4.1). The details of the simulation and

construction are described in the following sections.

4.3 Electron Gun

The low energy (few eV) electron gun introduces the complexity in design and operation

since it is very sensitive to the stray electric and magnetic field. But for the energy range

of few hundreds of eVs to KeVs, it is easy to steer the beam even though it has its own

complexity. An electron gun is made by using the emitter section of cathode ray tube

(CRT) of a black and white television unit has been used as part of this work. A CRT

normally uses magnetic steering, but such a steering is not practical in this experiment

since it will affect the secondary electron. Therefore, electrostatic deflectors for the beam

steering is used. The electron optics of the electron gun was simulated and optimized

using simulation program SIMION8.0 (Figure 4.2). The different operation mode of the

gun, namely, afocal, broad, and zoom beam mode, can be accommodated by adjusting

various potentials. Separate deflection and beam shaping electrodes are constructed by
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(a)

(b)

Figure 4.2: Electron gun simulation (a) Trajectory of electron beam (b) Beam source
region (Red colour: Electric fiels lines, Blue colour: Electron trajectory)

understanding the geometrical parameters from the simulation. The electrostatic focusing

of the electron beam is achieved by applying suitable voltages to the lens elements. The

indirectly heated cathode is housed in the grid element and both this element and the

outer case of the filament are held at a negative potential so that the emitted electrons are

accelerated towards the anode electrode. Since the final element on the Einzel lens is held

at ground potential, the voltage applied to cathode element determines the energy of the

electron beam. When dealing with high energy electron beam, there is a possibility that

halo of the beam can hit on the electrodes which in turn produces the secondary electron.

These electrons will go in different directions and lead to false coincidence (ionization

event with wrong energy and timing). In order to blank the projectile beam during pulsing,

two aperture which is located before and between the deflectors respectively (Figure 4.3)

is used. A set of X-Y deflector plates are used, and these deflectors allow the beam to be

steered horizontally or vertically to correct any misalignment of the filament or the effect

59



Figure 4.3: Electron gun assembled on CF-63 flange with aperture (0.1 mm) and X-
Y deflectors

of stray magnetic fields on the electron beam, as well as ensure target collision zone that

is well localized in space. Experimental optimization of every potential over the range

of relevant kinetic energies is done, by taking all possible combinations of potentials in

all electrodes and measuring the beam characteristics, such as the focus spot and the

extracted current. A Faraday cup is used to measure the intensity of the electron beam, in

which up to 100 microamps is measured for the beam of 2 keV electron energy with 140

mA on the filament. The four-element electron gun described here is designed for (e,2e)

experiments, and it may be found to have more general application.

4.4 Electron Spectrometer

Electron spectroscopy involves interrogating the scattered or emitted electrons by detect-

ing them and analyzing its energy. Therefore the efficiency of the method mainly relies

on the sensitivity and the energy resolution of the electron spectrometer and proper de-

sign of its components. Out of several types of electron spectrometers which have been
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(a)

(b)

Figure 4.4: (a) Secondary electron trajectory through CMA (Red colour: Electric fiels
lines, Blue colour: Electron trajectory) (b) CMA mechanical design
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Figure 4.5: CMA assembled with MCP along and delay line anode detector

Figure 4.6: Simulated CMA image obtained for electron energy 335 eV with standard
deviation 0.42 and FWHM=1, projected at an angle 420 18" (a) from a point source
(b) from an extended source having diameter of 4 mm
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listed previously, cylindrical mirror analyzer and toroidal analyzer are the ones which

are of relevance when one wants to do multi-coincidence experiment along with charged

particle. These two types of spectrometers sample a conical shell and with a position sen-

sitive detector is used in the focal plane, any asymmetry about this conical shell axis can

be detected. Moreover, position sensitive detector has comparatively high resolution and

has the ability to show the angular anisotropy present in the chosen cone angle. In this

work, cylindrical mirror analyzer is used as the electron spectrometer purely for the rea-

sons of simplicity in construction and collection efficiency in comparison to the toroidal

analyzer. There are some advantages of CMA over other energy analyzers, that it focuses

the electrons onto a circle if a suitable detector like position sensitive microchannel plate

is arranged at the plane before or after the focal point. Moreover, it doesn’t require lenses

to focus the beam. In the case of e, 2e experiment with the large molecule, high trans-

mission efficiency for higher coincidence rate is necessary, and the energy resolution can

be compromised, the processes in this work are like plasmon resonance excitation having

very broad energy distribution is of interest in this work. In the case of CMA, energy

selection occurs in the field caused by the potential difference ΔV = V1 − V2 between

two cylinders of radii r1 and r2.

The total projection Lo along the cylinder axis of the flight path between the source

and the image slits is given as [143].

L0/r1 = ncotθ0 + 2×
�

(kπ)cosθ0exp(k × sin2θ)erf(
�
ksinθ0), (4.1)

the geometrical parameter,

n =
l0 + l1
r1

(4.2)

where, l0 and l1 are, respectively, the distances of the source slit and the image slit

from the inner cylinder perpendicular to axis and calibration factor,

k = (
E0

qΔV
)ln(r2/r1) (4.3)
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L = L0 + ncotθ0 (4.4)

The CMA outer cylinder has a diameter of 61 mm and that of the inner cylinder is

23 mm. The total length of the cylinders is 70.4 mm, the distance between two cylinders

is 45.2 mm, and the entrance and exit slit distance is 58.2 mm. The electron trajectory

through CMA has been simulated using SIMION8.0 as shown in Figure 4.4a for un-

derstanding the field sensitivity of the secondary electron as well as angular and energy

acceptance of CMA. The estimated calibration factor for electron energy to CMA voltage

is k = 1.3 which matches well with the experimental value. Mechanical drawing of

the same CMA is shown in Figure 4.4b and the CMA assembly is shown in Figure 4.5.

Other CMA parameters are r1 = 11.5 mm, r2 = 36 mm, trajectory L = 6.139r1 and

calibration factor k = 1.3 which accepts electrons emerging from the interaction region

in a cone with θ0 = ±42.3o opening angle, width of ±3o, the energy resolution
ΔE

E
is

4% and the geometrical efficiency ≈ 10−4. For the electron energy analysis, the inner

cylinder is grounded and a negative potential is applied to the outer cylinder and electrons

entering the CMA are energetically analyzed by the electrostatic field generated between

the two cylinders. Due to this field electrons of particular energy are focused onto the

exit slit for detection. Varying the negative potential of the outer cylinder such that it

scans the range in which the energies of the emitted electrons lie, the electron spectrum is

generated. The MCP plate of the active area of 40 mm diameter is kept at the exit slit for

the detection of the electrons coming out from the CMA. Moreover, the simulation was

done to understand the angular distribution as well energy distribution by recording the

2D position of the energetically analyzed secondary electron. Figure 4.6 shows the 2D

projection of energetically analyzed electrons from a point source as well as an extended

source of 4 mm diameter spherical distribution.

4.5 Mass Spectrometer

Wiley-Mclaren type time-of-flight mass spectrometer (ToFMS) [67] is used as the ion

spectrometer (Figure 4.7), which is one of the simplest mass analyzing devices, which
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Figure 4.7: Wiley-Mclaren type ToF Schematic

separates ions, after their initial acceleration by uniform electric fields, according to their

velocities when they drift in a field-free region. The focus condition gave the flight time of

ions independent of their generating points in the ionization region to first order. Further,

to minimize the effects of velocity distribution on time resolution, ToFMS in ’reflectron’

mode is provided, where higher velocity component of the same mass due to initial spatial,

velocity spread is corrected by using a reflecting field which ensures the in time arrival for

all component for the same mass (as shown in Figure 4.8). Two field Wiley Maclaren type

ToFMS with drift tube of 200 mm length, the interaction region of 16 mm and extraction

region length of 40 mm is used. The spectrometer can work in pulse mode as well as in

coincidence mode.

To derive the flight time of ions, consider an ion created in interaction region hav-

ing charge q and mass m with initial energy U0 which increases to U when the ion gets

accelerated.

U = U0 + qsEs + qdEd (4.5)

and time-of-flight,

T (U0, s) = Ts + Td + TD, (4.6)
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Figure 4.8: Cut view of mechanical design (CAD) of time-of-flight mass spectrometer
with provisional reflectron

where, Ts, Td and TD are the time-of-flight in interaction region, extraction region and

drift tube respectively.

This equation is the general flight time equation in which most of the experimen-

tal quantity such as D, s, d, Es, Ed are known. The time-of-flight is simulated using

SIMION8.0 (Figure 4.9) and found to be matching with the experimental value by apply-

ing appropriate voltages to the extraction and drift tube and a resolution of,
m

Δm
= 101

is achieved. The current ToF mass spectrometer in use is shown in Figure 4.10 .

4.6 Pulsed Extraction ToF

A typical time-of-flight (ToF) spectrometer with permanent extraction electric field could

affect the projectile electron beam adversely. Moreover, the secondary electron energy

needs to be corrected for the field effect. Therefore, in the electron impact measurement

in coincidence, one needs to actively compensate for this effect [142] which in turn can

affect the range of usable beam energies. An alternative method is to have pulsed extrac-

tion of recoil ions. The technique offers a possibility of having a variable delay between

the formation and extraction of the recoil ions. In the case of electron-ion coincidence
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(a) (b)

Figure 4.9: (a) Simulated ion trajectories (in colored) through time-of-flight mass spec-
trometer (Red contours are electric field lines) (b) Interaction and acceleration region of
the time-of-flight mass spectrometer shows field uniformity for smooth acceleration of
the molecular ions

Figure 4.10: Time-of -flight mass spectrometer with ion detector assembled
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measurement, the ions that come from the same molecule, like the detected electron, will

be called "true ions" and the others will be called "random ions". High true coincidence

rate is required for the correlation measurement. So the timing of the electron and cor-

responding ion measurement are critical. The ion extraction can be delayed due to the

detection delay as well as pulse processing electronics. The electron will take typically

50 nanoseconds to reach the detector through the CMA and the typical delay time in de-

tecting ion for an electron start in the current case is about 200 nanoseconds. So it is very

important to check the extraction of ions with the delay in time. For this purpose, pulsed

extraction of ions with a time-varying electric field in the interaction region is simulated

using SIMION8.0 (see Appendix A for the code). The collection efficiency for the differ-

ent molecular ion with the variable delay time in extraction is also simulated. For example

in the case of naphthalene, 99.9% of the ions are expected to have thermal velocities less

than 480 micrometers/micro second at room temperature. This implies that the ions can

move 2.5 mm in 5 microseconds and the simulations gave us the freedom of shifting the

source position of the naphthalene target over the range of 2.5 mm. Hence, 5 microsec-

onds, is considered as the maximum value of the delayed extraction time. The effect of

the rise time of the extraction voltage to the molecular velocity spread is numerically cal-

culated and is 20 micrometer/microsecond for naphthalene molecule. So the total spread

in the velocity, taking into consideration the spread in thermal velocity as well as the field

effect for naphthalene molecule, is expected to be a maximum of 500 micrometer/mi-

crosecond. In this case, also the collection efficiency is 100%. By using this provision

of the experimental setup, delayed extraction time-of-flight mass spectrometric studies of

PAHs and PANHs is performed which will be discussed later.

4.7 Projectile Energy Loss Analyzer

For understanding the complete kinematics of the atomic or molecular target system one

needs to know the accurate energy given to the target. For accurate estimation of this

energy, it is essential to know the energy of projectile electron before and after interaction

with the target. For measuring the projectile energy after the interaction, a parallel plate

analyzer with channeltron detector was planned to use. The dimensions of the parallel
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plate are 100 mm in length, the distance between the plates is 50 mm, entrance and exit

slit width are 1 mm, and all the plates are having 2 mm thickness (mechanical drawing

is shown as in figure 4.11).The acceptance angle of this PPA is 450. The SIMION8.0

simulation is performed to understand the field uniformity and particle trajectory through

the parallel plate analyzer and to maintain better uniformity in the electric field inside the

spectrometer, the frames were added in between the two plates. Marginal uniformity in the

field lines was there in this case even without adding the frames. The electron trajectory

simulation parallel plate with different initial energy (colored) is shown in Figure 4.12,

and from the simulation, 1 % energy resolution was achieved.

Figure 4.11: 3D cut view of parallel plate electrostatic energy analyser with frames
(frame thickness and larger slits are for illustration purpose)

Figure 4.12: Parallel plate electrostatic analyser with electrostatic filed lines (shown as
red lines) and the particle trajectory (various coloured trajectory coresponds to different
initial energies of the electron beam)
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4.8 High Voltage MOSFET Switch

Figure 4.13: High voltage MOSFET switch (push-pull) schematic

Figure 4.14: High voltage MOSFET switch (push-pull) along with the pulse rise
time (<50 ns) and fall time in push-pull mode

In electron spectroscopy measurement, the interaction region is to be free from both

magnetic and electric field, since the secondary electrons trajectories are very sensitive.
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But for the ion mass spectrometry experiment, the ions need to be extracted by applying a

potential to the electrodes. So when one does the combination of both spectroscopy in co-

incidence, it is necessary to pulse the extraction field as well as the electron beam. More-

over, during the extraction of the ions, the electron beam must be turned off, otherwise,

the deflected beams may hit the electrodes and produce secondary electrons disturbing the

experiments. Therefore the present experiment with electron impact ionization requires

two sets of fast switches, one for switching electron beam and the other for simultaneous

switching of the pusher-puller. The fast switches using commercial off the shelf power

MOSFETs is built as part of this work for this switching purpose. Single output switches

have been used commonly and a few have been detailed in literature for various applica-

tions [144–147]. To control the switching of electron gun as well as extraction of ions

accurately, two types of switches are needed, one which can operate in single polarity

for switching the electron beam ON or OFF, and the other is a pair of switches working

in synchronism but of opposite polarity. First, for the single polarity switch, a pair of

fast power MOSFETs triggered in synchronism is used in which 4 MOSFET in series

are in use. Each MOSFET is capable of handling ±800 V and they are all triggered by

separate individual MOSFET. A TTL pulse is passed through several logic gates in order

to minimize the probability of damage to the external TTL pulse generator due to noise

produced by the high voltage section of the circuit. This pulse is then used to trigger a

MOSFET driver. The output of the driver is fed to a toroidal transformer with a single

primary (2 turns) and a pair of secondary (5turns each). Each of the two outputs triggers

a pair of small signal MOSFETs which in turn control the gate of the main power MOS-

FET (Figure 4.13). The single polarity switch is tested with voltages as high as ± 3000

V and could achieve rise/fall times of less than 50 nanoseconds with typical capacitive

load (Figure 4.14). The fall/rise time at the end of the pulse was about 5 microsecond

and was not necessarily to improve as it played no role in the measurement. To apply the

simultaneous change of voltage to pusher and puller plates, a bipolar push-pull switch is

used, which switches between two voltage states for an electrode with capacitance in the

range of few tens of pF, and the rise time of 50 nS. This switch is tested up to ±300volts

which can operate in a synchronized manner well below sub-microsecond time scale.
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4.9 Electron and Ion Detectors

Electron Detector

The secondary electron detector is a 40 mm diameter MCP which is assembled on CF-60

flange as shown in Figure 4.15, and placed at 5 mm away from the focal point of CMA.

This afocal distance can be adjusted, which will ensure the secondary electron distribution

projected in a circular shape on the detector, and the intensity distribution on the circle

will give us for any angular distribution. The working principle of the MCP has already

been discussed in the Chapter 3. Successful strike of a secondary electron produces a

cloud of around 107 − 108 electrons, which emerges from the rear of the MCP, this

electron which falls on the DLA, whereby the position information will also be obtained.

Figure 4.15: MCP detector (a) Assesmbled on CF-160 flange, (b) Electrical connection
schematic
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Table 4.1
Typical voltage settings used for MCP and DLA (electron detector)

MCP FRONT 0 Volt

MCP BACK +2000

DLA ANODE HOLDER +2100

REFERENCE WIRE +2200

COLLECTING (SIGNAL WIRE) +2400

Ion Detector

Figure 4.16: CEM detector (a) With electrical connection (b) Standard electrical con-
nection schematic for ion detection

A channel electron multiplier (CEM) with 25 mm active area, as shown in Figure 4.16

is employed for the intact or fragmented ion detection. This detector is assembled at the

end of the drift tube, stainless shielding is used to reduce the noise pickup due to any high

voltage and time-varying field. Since, the pulsing of high voltage is in use for the electron

gun and ion extraction after the detection of the secondary electron on MCP, compared
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to electron detection the ion detection is more probable to pick up noise and distort the

measurement.

4.10 Electron-Ion Coincidence Experimental Setup

Probing the kinematical changes in molecular dissociation, affected by various ioniza-

tion mechanisms, requires a combination of different experimental techniques. To reveal

the ionization mechanism due to projectile impact on a molecule, the electrons emitted

from the molecule are needed to be energetically analyzed in coincidence with molecular

ion/fragment yield measurement. A cylindrical mirror analyzer in unison with ToF mass

spectrometer is used for this kind of investigation. Schematic of the experimental setup is

shown in Figure 4.17.

Figure 4.17: Electron-ion coincidence experiment schematic

In this experiment, electron beam produced by electron gun interacts with the target

molecule injected in a perpendicular direction to the beam. A Faraday cup is placed at

a distance of 50 mm from the exit of the interaction region for projectile electron inten-

sity monitoring and is biased to +36 Volts. The secondary electrons emitted from the

molecular ions will be energetically selected by the CMA and detected on microchannel

plate (MCP) with position sensitive detector. The MCP signal will trigger the electron

gun OFF as well as extraction field for the recoil ions ON simultaneously by using high
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voltage MOSFET switch. During extraction, the electron gun will be kept OFF to avoid

uncorrelated events.

4.11 Fabrication

Figure 4.18: Mechanical alignment of the interaction region electron-ion coincidence
experiment

With the help of SOLIDWORKS, the full 3D assembly was designed, 2D floor draw-

ings for each component were extracted and the floor drawings were then outsourced for

the manufacturing. High vacuum chamber made from SS-304 is used for performing

electron-ion coincidence experiment. Ultra high vacuum (UHV) chamber consists of two

parts, one is the interaction chamber and another chamber is for the reflectron assembly.

Both the chamber are off-axis as shown in Figure 4.1 to meet the reflectron conditions.

The alignment of the electron spectrometer, as well as ion spectrometer, interaction re-

gion, and electron gun, is very critical. The interaction point will be a crossing point for

projectile electron beam, target molecule, the focal point for electron spectrometer and

the interaction point for the ion spectrometer (as shown in Figure 4.18). Moreover, the

interaction point needs to be well localized for the discrimination of ion spatial distribu-

tion, and at the same time, it will be the focal point for the CMA which will decide the

acceptance of the secondary electron. The alignment of the electron spectrometer and ion

spectrometer is designed in line with a cross electron beam and target gas with 0.1 mm
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accuracy. By considering all these matters, the CMA, Reflectron extraction plates and

MCP with position sensitive detector are assembled in four rods which are attached to a

solid metal ring of the size of the inner diameter of the interaction chamber (as shown

in Figure 4.18). With this mechanism, one can insert the whole assembly along with the

detectors very accurately and lock its position.

4.12 Operational Modes of the Setup

The setup is designed with very high flexibility so that it can be operated in various modes

depending upon the purpose and the requirement of the experiment. The instrument can

work as a stand-alone mass spectrometer, electron spectrometer, delayed extraction time

of flight mass spectrometer, and the most complex mode of secondary energy analyzed

electron coincidence with the recoil ion along with the future possibility of the addition of

projectile energy analyzer, it can be easily converted into a triple coincidence instrument.

In the present work due to the limitation in time, it has been tested in all the modes except

the triple coincidence modes but could use only for two modes of the stand-alone mass

spectrometer, simple mass spectrometer in which the synchronized switching and delayed

extraction is employed.

Three modes of the pulse processing sequence have been involved in this experiment.

Pulse processing and data acquisition system (DAQ) is developed using various elec-

tronics modules like an amplifier, constant fraction discriminator (CFD), time to digital

converter (TDC) etc. as per the requirements. The data is acquired using a multi-hit time-

to-digital converter data acquisition system (Agilent TDC Model: U1051A). The data

acquisition program is written with help of Agilent acquires data acquisition program-

mers manual. The details regarding the pulse processing and data acquisition algorithm

for electron spectrum, ion mass spectrum and electron-ion coincidence measurement are

discussed below.

4.12.1 Electron Spectrum

For the electron spectrum, in which the energetically selected electrons by CMA is de-

tected on the microchannel plate (MCP) with delay line anode (DLA), which is biased
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Figure 4.19: Pulse processing schematic for electron energy spectrum using CMA

to +2200 volts. The signal from MCP and DLA will be sent to an amplifier followed by

a constant fraction descriminator (CFD) which produces nuclear instrumentation module

(NIM) signal (amplitude of -1 volt) for each pulse and reduces the time jitter in each

pulse (ATR19b, ROENTDEK is used as the amplifier and CFD). The pulse is then given

to a time to digital converter (TDC) with MCP back signal as the trigger for the position

measurement (Figure 4.19). The provision to measure the electron intensity directly from

MCP back signal by using a programmed ARDUINO DUE is implemented. In this way,

the data acquisition for the electron spectrum is automated. The ARDUINO DUE will

control the power supply as well as record the number of electrons detected and a pro-

gram for this automation (see the Appendix B for the code) was written. The 0 to 5 V

signal from ARDUINO DUE will be amplified using an operational amplifier (op-amp)

(as shown in Figure 4.20) from 0 to 10 V in steps of 0.01 V (the step size is adjustable),

which will be given to the power supply as RAMP input control. For each voltage incre-

ment, this power supply produces an output from 0 to 1000 V in steps of 1 V (the voltage

step size is adjustable). This voltage will be given to CMA for the energy selection of

electron and at each voltage setting, the data will be taken for few seconds (acquisition

time is adjusted from seconds to hours). The voltage holding time and data acquisition

time can be adjustable by changing timing parameter in the coding. So the number of
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electrons (data) will be written in the file for each voltage for the given time (can be ad-

justed in the code). Finally, the voltage is multiplied with a geometric calibration factor of

CMA (which will give the electron pass energy), and the energy versus electron intensity

(number of counts), which will give the electron spectrum.

Figure 4.20: ARDUINO DUE with OP-AMP

4.12.2 Mass Spectrum with Synchronized Switching

For the time-of-flight (ToF) of recoil ion, the channeltron (CEM) is biased to -2400 volts.

ATR19 (from ROENTDEK) is used to process the signal from CEM, which has an am-

plifier plus CFD. Here the purpose of CFD is to discriminate the true signal from noise

by properly adjusting the threshold value. In the mass spectrometry, as noise signal am-

plitude will be always less than the true signal, the threshold value should be set in such a

way that it will not allow the noise signal to cross that threshold level but the true signal

can cross. But sometimes the true signal is too low to cross the threshold and noise signal

too high to block. So there will be some true signal loss in this case. The processed signal

by ATR19 will be given to TDC, which will convert the timing signal to digital signal and

will be recorded using the computer (Figure 4.21). The provision of multi-hit in the ToF

DAQ is established.
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Figure 4.21: Pulse processing schematic for ion ToF

4.12.3 Electron-Ion Coincidence Measurement

Figure 4.22: Pulse processing electronics for electron-ion coincidence measurement

In the third case, the time-of-flight in coincidence with the secondary electron is mea-

sured. The MCP back signal from the energetically selected electron will trigger the

position on DLA as well as it will produce a TTL pulse which will be given to electron
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gun switch and extraction field switching (pusher-puller switching) (Figure 4.22). The

electron gun will be immediately switched OFF once it triggers and the extraction field

will be switched ON. By using this pulsing technique the secondary electron will not be

affected by any field since the interaction will happen in a field-free region, where the

switching of the electron beam as well as extraction field for the recoil ion will start after

detection of the secondary electron only. The pulsing schematic for e, 2e measurement is

shown in Figure 4.23.

4.13 Data Acquisition System

This acquisition system is capable of measuring the energy and position (x,y) of the sec-

ondary electron along with the time of flight (t) of all the recoil ions produced in all modes

(as described above Section 4.12). TDC (Model: Agilent Acquiris) consists of 6 channels

for input and one common trigger. The time measurement is done with respect to the

common trigger. In this coincidence measurement, the common start trigger is the sec-

ondary electron pulse. The 32 bit TDC used here has timing resolution 50 picoseconds

with pulse pair resolution 10 ns and of unlimited multi-hit capability. So in the TDC, the

first channel records the number of electrons for a particular CMA pass energy, and the

next four channel records the position of this secondary electron for finding if any angular

distribution. The sixth channel in the TDC is used to record the ion mass spectrum with

multi-hit analysis provision.

Noise Rejection

The time-varying voltage for the electron beam switching and the similarly time-varying

electric field for ion extraction is used, and there is noise picked up by the detector due to

this time-varying field. This causes a major problem in the DAQ as it will be difficult to

see the lower masses in the mass spectrum when one records it in electron ion-coincidence

mode. To solve this problem of noise record, a pulsing sequence was developed (as shown

in Figure 4.23) with the help of two function generators. When the electron is detected by

the MCP, the processed signal from MCP will go to the TDC for electron counts as well
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as the position record of the secondary electron. During this time no time-varying field

will be ON so that the secondary electron measurements will not cause noise detection

and the same secondary electron signal will send a NIM to TTL converter and this TTL

output is given to a function generator which produces a pulse of 5 V amplitude with

adjustable delay. This pulse will go to the TDC as the START for the time-of-flight DAQ

event record, as well as the START for the ToF extraction switch pulsing. The same signal

is given to another function generator and which will be given as VETO (in which data

can be recorded with adjustable delay) and this delay will be adjusted such that the time

of flight measurement will not have noise.

Figure 4.23: Pulsing sequence for electron-ion coincidence measurement

The experimental realization of the setup is constructed along with pulse processing

unit as well as data acquisition systems. The whole system is assembled and is kept on

a trolly made out of aluminum strut channel as shown in Figure 4.24. There are two

separate electrical connections used to power the whole system, one used for the vacuum

system (turbo and rotary pumps) and the other is for electronics and related components

(power supplies, counters, function generators, logic units, amplifiers etc.), and both are

having separate power sources. By providing separate power sources, the precaution for

proper power distribution is taken to avoid any damage to individual electronic compo-
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nents due to any load or fluctuation in the power. The whole system is movable (by

releasing the wheel brake on the aluminum strut channel made trolly) and it can be trans-

ported to facilities like synchrotron, high-energy ion source, free electron laser etc. for

future experiments. More importantly, only two power sources are required to operate

this experimental setup and can be easily assembled in any of the of above-mentioned

facilities.

Figure 4.24: Electron-ion coincidence experimental setup with all electronics and DAQ
system under working in Atomic and Molecular Physics Lab at IIST, Thiruvananthapu-
ram
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Chapter 5

Testing and Calibration

The major part of the works covered in this thesis was the development of the electron-

ion coincidence setup, starting from the conceptualization of the instrument, followed by

the realization, testing and using it for investigating PAHs and PANHs. The overall com-

plexity in the design of the instrument requires detailed tests and calibration procedures.

Particularly in the case of electron spectrometer, the position sensitive electron detection

encountered several challenges. Patient modifications and re-wiring of the setup was par-

ticularly time-consuming and required intense troubleshooting activity. The whole testing

process, though laborious was definitely a learning experience. Since the work involved

development of some pulsing electronics, hence these units were tested separately before

integration with the setup electronics. The details of such testing of individual subsystems

and completed setup in different mode are presented in the following sections.

5.1 Testing for Vacuum

The experimental vacuum chamber consists of the interaction chamber having a diameter

of 160 mm and 350 mm length, and reflectron chamber having 200 mm diameter and 800

mm length. The spectrometers are mounted with its axis along the axis of the chamber so

that the projectile beam and the spectrometer axis are mutually perpendicular. There are

auxiliary ports for pumping, electrical connections, and vacuum gauges. The chamber is

pumped by two 700 liters turbomolecular vacuum pumps reaching a minimum pressure of

4.0× 10−8 mbar without the target. After each venting cycle, the chamber was baked up

to a temperature of 600 C for 12 hrs before resuming the experiment. The well-localized

reaction volume is achieved by having a projectile-target crossed beam geometry. No

heating of target material was required for all the targets (inert gases, naphthalene, quino-

line etc.) due to their relatively large vapor pressure at 300 Kelvin. With target vapor, the

chamber pressure was maintained at 3.0× 10−7 mbar.



Detector Testing

When a charged particle or photon hits the front surface of CEM or MCP, which is biased

to a high voltage (typically ∼ ± 2000 to 3000 Volts), typically a pulse of ∼ 20 -50 mV

amplitude will be produced. The rise and fall time of the pulse is generally less than 10

ns. Hence the signal is quite prone to noise and requires to be processed using impedance

matched coaxial cables. Special fast amplifiers from Roentdek were used for the pulse

processing. The direct pulse from the detector is amplified using these amplifiers and

pulse processed and is used as the marker for particle detection. The MCP with delay line

anode is used in this experiment as the secondary electron detector, and is biased to +3000

V. The typical direct output signal from the detector is shown in Figure 5.1. For the ion

detection, a CEM is used with the front cone biased at -2400 V with respect to the tail of

the CEM. The testing of the CEM detector is performed with Xe+ ion, and the MCP is

tested with a secondary electron from Xe+.

Figure 5.1: Detector pulse from (a) CEM for the ion detection (b) MCP for the electron
detection
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5.2 Fast High Voltage MOSFET Switch Test for Electro-

Optic Application

To test the home built high voltage switch, the electro-optic effect in the anisotropic crystal

is used as a test case. For such crystals, the refractive index is a function of the application

of a dc or low-frequency electric field. A field applied to an anisotropic electro-optic ma-

terial modifies its refractive indices and thereby its effect on polarized light (Figure 5.2).

Electro-optic devices are widely used for beam modulation, amplitude modulation as well

as in Q-switching. SBN:61 (Strontium Barium Niobate (Sr0.61Ba0.39Nb2O6) is an excel-

lent optical and photorefractive material due to its photorefractive, electro-optic, non-

linear optic, and dielectric properties. SBN crystal has a very large electro-optic coeffi-

cient up to 1400 pm/V and is a potential crystal for new generation electro-optic devices.

The sample used in this work was one with dimension 5x20x5 mm. In a linear electro-

optic modulator (following Pockel effect [148]) the electric field is linearly proportional

to voltage applied as given as,

E = V/l (5.1)

where V is the applied voltage and l is the length of the crystal. The refractive index of

the crystal is given as,

n(E) ≈ n− 1

2
rn3E (5.2)

where r is the electro-optic coefficient and the typical values of r lie in the range

10−12 ∼ 10−10 m/V (1 to 100 pm/V). For E = 106 V/m (10 kV applied across a cell of

thickness 1 cm), changes in the refractive index induced by electric fields are indeed very

small. But, its effect on an optical wave propagating a distance much greater than the

wavelength of light in the medium can be significant. If the refractive index increases

by 10−5, for example, an optical wave propagating a distance of 105 wavelengths will

experience an additional phase shift of 2π.

As mentioned above, this electro-optic device requires a high voltage with low cur-

rent power supply (HVPS) in order to have electro-optic effect in the crystal. High voltage
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Figure 5.2: A steady electric field applied to an electro-optic material changes its refrac-
tive index

square pulse generator with both nanosecond rise and fall times is desirable. Additionally,

the generator should have a powerful current driving ability with a capacitive load, for the

electro-optic effect in the crystal with a capacitive load. The single polarity HVFMOS

switch, which uses a pair of fast power MOSFETs triggered in synchronism with 4 MOS-

FET series are used for this purpose (as shown in Figure 5.3a). The working principle of

the HVFMOS has described in Section 4.8 of Chapter 4. It has been tested to voltages

as high as ± 3000 V and could achieve rise/fall times of less than 50 nanoseconds with

typical capacitive load (testing of the HVFMOS is shown Figure 5.3b).

5.2.1 Electro-Optic Modulator Experiment

A He-Ne laser of 633 nm wavelength and related optics along with SBN crystal for the

electro-optic modulator experimental setup is shown as in Figure 5.4b. The schematic of

the experimental setup is shown in Figure 5.4a. The He-Ne laser light here is a vertically

polarized one. Initially, the vertically polarized light passes through a polarizer and then

through the SBN crystal. The outcoming beam from the crystal is sending to a sensi-

tive photodetector for the intensity measurement. A polarizer and analyzer combination

before and after the SBN crystal is used to study the polarization effect and optoelectric

effect of the crystal.

When the DC switched voltage is applied to the crystal by using HVFMS, it will act

as a capacitive load and the refractive index of this crystal will change as per the eqn. 5.1
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(a)

(b)

Figure 5.3: Image of (a) Single polarity HVFMOS (b) Single polarity HVFMOS under
test
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(a)

(b)

Figure 5.4: Electro-optic modulator (a) Schematic (b) Experimental setup
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(a)

(b)

Figure 5.5: (a) Optic axis of SBN crystal is found to be 400 ( the intensity without
crystal (yellow) matches with SBN crystal 400 (green) data) (b) Angle and voltage graph
for finding the proper operation of the setup
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and eqn. 5.2. Thus the light beam coming through the SBN crystal become switched

ON and OFF depending on the TTL pulse generator input of the HVFMOS. Thus the

intensity of the beam is measured by using photodetector, and the width and frequency

of this switching are controlled by TTL of HVFMOS. The setup can also be called as

the transverse electro-optic modulator as the voltage is applied to opposite direction of

propagation of light. The SBN crystal is aligned with its optical axis in line with the

propagation direction of the light beam and is uniaxial with no external electric field

present. Due to the birefringence of the crystal material, a properly constructed Pockels

cell behaves as an optical retardation plate. Linearly polarized light entering the crystal

is split into ordinary and extraordinary rays, each with different indices of refraction and

therefore have different wavelengths in the crystal medium. The phase relationship, and

hence the polarization of the light as it exits the crystal, can be determined by the length

of the crystal.

At a particular axis, the two components of light travel with the same velocity. Here

the change in the refractive index does not occur, and different crystal has different nature

of optic axis. For finding optic axis, initially, the output light by the photodetector is

observed without crystal. After that, the intensity of output beam is studied with crystal at

the different angle of the polarizer. The graph of intensity versus polarizer angle is drawn

to obtain the optic axis of the SBN crystal used, and is found to be 400 (Figure 5.5a).

For finding the appropriate switching voltage applied to the crystal, the transmission at

different voltage and angle of the polarizer is studied. The angle scan has done by rotating

the analyzer at the different angle. This procedure is repeated for different voltage and

angle, and at a particular voltage and angle the intensity reaches its peak value [ 5.5b].

After finding the angle and operating voltage, the switching effect on the crystal in

a transverse mode of operation is studied, in which the applied field is applied normal

to the direction of propagation. The reason for this mode is that the field electrodes do

not interfere with the optical beam, and the retardation being directly proportional to

the product of the field. The switching action of laser light has been observed on the

oscilloscope (Figure 5.6). The phase of laser light could change in two ways. First,

by changing the angle of the analyzer. The intensity of switching of the beam can be
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Figure 5.6: Switching performance (yellow color represents the output of HVFMS and
blue color gives the output of switching of laser beam)

controlled by the change in the angle of the polarizer. At an angle 400 the maximum

intensity of laser switch was achieved. Second, to change the phase of switching of light is

to change the voltage. At different voltages, different phase of the laser beam is achieved.

This is explained as wave coupling for linear electro-optic effect [149]. The frequency

and width of switched laser light are same as the frequency and width of the electronic

switch. Thus the rise time and fall time of optical switching in nanosecond range are

achieved. So, this switch can be used for the electro-optic modulator and also for the

different optical application like Q-switching.

5.2.2 Calibration and Testing of Cylindrical Mirror Analyser

Calibration of the spectrometer requires a knowledge of the absolute voltage, the slope,

and the linearity of the scan. For this purpose, it is useful to have convenient standards

spanning a range of kinetic energies by which these quantities can be measured. Electron

kinetic energy spectra are typically obtained by measuring the counting rate of the elec-

trons detected in the spectrometer as a function of the voltage applied to the spectrometer.
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Figure 5.7: Calibration curve for CMA drawn from Auger electron spectrum of Xenon

Ideally, the kinetic energy is linearly related to this voltage with unit slope. In the real

world, however, it is possible (and even likely) that the slope is not exactly one, that the

scale is not exactly linear, and there is an offset between the true and apparent kinetic

energy scales. In typical systems, the offset can be greater than 1 eV. In a cylindrical mir-

ror analyzer, the pass energy E0 directly depends on the potential difference ∇V , applied

between the cylindrical electrodes and is given as,

E0 = kV, (5.3)

where k is the calibration factor, a function of the geometry and dimensions of the

device, and the CMA, k= 1.3. The auger process of inert gases (Ar, Ne, Xe) has been

utilized to calibrate the system. CMA calibration drawn for the Auger electron of Xenon

is shown in Figure 5.7.

The high-energy electron Auger process for Xenon has been chosen because low en-

ergy Auger electrons can interfere with background electrons. M4,5NN Auger of Xenon [150]
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(a) Auger electron spectrum of Xenon

(b) Auger electron spectrum of Neon

Figure 5.8: Secondary electron (Auger) spectrum of atomic targets
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(a) Secondary electron spectrum of Nitrogen

Figure 5.9: Secondary electron spectrum of diatomic molecular target (KLL Auger re-
ported in the literature)

and is a good source for calibration. The corresponding energy for this Auger are at 509 eV,

525 eV, and 545 eV, and the secondary electron from Xe shows a significant enhance-

ment in the intensity as compared to the energies nearby from the electron spectrum (Fig-

ure 5.8a). A one to one peak comparison with the high-resolution reported [150] data is

not possible in this case since the resolution is 4.5%, which is moderate. The resolution

with comparatively large entrance and exit slit for high transmission is compromised. The

Auger electron spectrum of atoms (e.g. Neon Figure 5.8) and diatomic molecules (e.g.

N2 Figure5.9a) has been studied. The electron spectrum of large molecules like Benzene

(C6H6), Quinoline (C9H7N) are shown in Figure 5.10a, Figure 5.10b as the preliminary

test. The quinoline electron spectra shows the regular rapid decrease in the cross sections

as a function of the energy but a pronounced broad peak is observed approximately 8 eV.

Similar feature is observed in the case of DDCS measurement in coronene (C24H12) nearly

to 17 eV which is associated to collective (plasmon) electronic excitation [151, 152].

The energy angular distribution of the secondary electron will be available when the

electron with its position is recorded. The 2D projection of the electron on the detector
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(a) Secondary electron spectrum of Benzene under 1000 eV electron impact

(b) Secondary electron spectrum of Quinoline under 1000 eV electron impact

Figure 5.10: Secondary electron spectrum of molecular targets
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(a)

(b)

Figure 5.11: Secondary electron spectrum from Xe projected on PSD kept at (a) Focal
point of CMA (b) 10 mm away from focal point of CMA

96



(a)

(b)

Figure 5.12: Differential cross section for Argon at (a) 500 eV electron impact (b) 300
eV electron impact (inset data are the DDCS of argon reported)
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will form a circular ring, and if projected as the intensity, it will have intensity variation

as per the angular distribution, if the emission of secondary electron prefers any particu-

lar angle. The position of Xenon secondary electron is recorded with position sensitive

detector (PSD) at the focal point of the CMA (Figure 5.11a) as well as 10 mm far away

from the focal point of CMA (Figure 5.11b). In the first case, even though the secondary

electron is focused at the PSD center, it will not give any angular and energy distribution.

For that, the detector needs to be kept away from the focal point as explained.

The CMA is used as the electron spectrometer for the study of the secondary electron

differential cross section of argon (Figure 5.12a, Figure 5.12b) and the angles of emis-

sion were 430. Relative differential cross sections for argon were measured for selected

secondary electron energies by manually adjusting the analyzing voltage and recording

the scattered signals. These results match with the published results [153]. Often the

count rate had to be kept low to avoid secondary electron emission from the components.

This lead to the requirement to take several scans of the electron spectra under the same

condition. The electron beam tuning and the rest of the system were made very stable to

maintain steady count rate under fixed conditions. Then the Arduino based simple pulse

counting and spectrometer voltage scanning system were used in subsequent tests. This

arrangement helped in taking good quality data with sufficient statistics.

5.2.3 Calibration and Testing of Time-of-Flight Mass Spectrometer

The accurate linearity between the time of arrival of various atomic and molecular ion, and

fragments, and the corresponding mass spectra is tested by a proper calibration of time-

of-flight mass spectrometer. For calibration purposes, the Xenon time-of-flight spectrum

is recorded and the calibration curve (Figure 5.13a). calibration equation obtained after

the linear fit is given as,

�
m

q
= 1.21206× time of flight + 2.36318 (5.4)

A typical ToF spectrum of Xe produced by collision with the electron at 1000 eV is

shown in Figure 5.13b. A maximum of six-fold ionization of Xe was obtained. The main
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(a)

(b)

Figure 5.13: (a) Calibration curve for ToFMS drawn from Xenon (Xe+ −Xe6+) time
of flight (b) ToF mass spectrum of Xe under 1000 eV electron impact
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(a) ToF Mass spectrum of Benzene at 1000 eV electron impact

(b) ToF mass spectrum of Quinoline under 1000 eV electron impact

Figure 5.14: ToF mass spectrum of molecular targets
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Figure 5.15: Xe2+

Xe+
as a function of projectile electron beam current

characteristic of the ToF-MS is its mass resolution Δm
m

= 1
101

with 60 V/cm extraction

field. The ToF of the molecules like benzene, quinoline is taken as the preliminary test

(Figure 5.14a, Figure 6.3b]) The ToF-MS under delayed extraction of molecular ions is

tested and the details will be discussed in Chapter 6.

Electron beam energy distribution over beam current is an important information to

reduce the halo of the beam. The ToF of Xe as a function of beam current and is plotted

and the yield of Xe2+

Xe+
(Figure 5.15) is studied for this purpose. At higher beam current,

the production of Xe+ is higher because the halo of the projectile beam can hit any of the

electrode plates and cause low energy secondary electron production. These low-energy

electrons will interact with the Xe target and produce Xe+.

5.3 Multi Coincidence Experiment

The last critical test was to demonstrate the actual functionality of the setup with energy

analyzed electron detected in coincidence with the correlated ion. This was very essential

for the success of this work. The count rates on the two detectors are highly dissimilar

under the best of the condition. This caused severe problems due to chance coincidence.
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Figure 5.16: ToF mass spectrum of Xenon in coincidence with secondary electron

Typically, a coincidence rate of about 10 Hz is desirable to avoid too much chance coin-

cidence. The effect of such coincidence using Xe as the target is demonstrated here.

The coincident data was acquired with each event being characterized by five timing

signals, one giving the time-of-flight of the ion w.r.t. the start-off trigger and the remaining

four contains the X-Y position information of the energy analyzed electron. Since the

electron detection pulse is not only recorded but also is used to trigger extraction of the

recoil ion, it was essential to arrange complex logic sequence to avoid contamination

of the data with pulsing noise. The details of the DAQ scheme is discussed previously

(Section 4.12.3). The mass spectra in coincidence with random trigger pulses are recorded

and compared with the mass spectra at one of the Auger peaks (520 eV). As one can

expect at the Auger peak the intensity of the double or triple ionization will enhance in

the mass spectra over singly charged Xe. Due to moderate resolution, the Auger peaks

were not very well resolved in the studied energy range. Hence the yields of multiply

charged Xenon ions vary according to auger process (shown in Figure 5.16) is observed.

The random electron-coincidence spectra are shown in the same graph. As a preliminary

102



(a)

(b)

Figure 5.17: Naphthalene (C10H8) (a) Secondary electron spectrum (b) ToF mass spec-
trum in coincidence with energy selective secondary electron
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test, the electron-ion coincidence measurement is done for naphthalene (Figure 5.17).

Furthermore, when CMA and ToF-MS are used in unison, the information regarding the

dissociation dynamics, preferred channels of dissociation is obtained when a secondary

electron of specific energy is emitted. More importantly, this instrument has the provision

to measure the fragmented ion in coincidence with position and energy of the secondary

electron along with the projectile electron energy loss. This makes this instrument to

work in a complicated triple coincidence system. Currently, the study of the correlation

between secondary electron emission and fragmentation dynamics of large molecules is

in progress.
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Chapter 6

Electron Impact on PAHs and PANHs

Electron impact ionization is one of the oldest mass spectrometric tools which focuses

on identifying the possible ionization and fragmentation channels of molecules. In past,

several electron impact ionization investigations have been done mainly on inert gases,

diatomic or triatomic molecular gases within the range of 70 - 100 eV beam energy [154].

Several experiments and modeling attempts have been made for such studies with electron

energy up to a few keV [155–157]. But such studies are very rare for larger molecules

due to the complexity from numerous decay channels and difficulties in separating direct

and indirect ionization processes. Target specific energy loss modeling in charged particle

interaction with molecules has been attempted in some specific cases [158].

The complexity of mass spectrometric studies in polyatomic molecules arises from the

fact that several indirect ionization/fragmentation channels are present in such molecules [59,

159]. Such indirect processes span a large range of decay time constants and are often

nested, leading to difficulties in identification of a channel and interpretation [160]. In the

context of PEPICO spectroscopy, the excess energy left in the molecule after the photo-

ionization process plays a vital role in deciding the decay pathways of the molecular

ions [59]. Similarly, in the case of charged particle interactions, the mechanism of energy

loss decides the internal energy of the recoil ions and possible decay channels [14,161]. In

the past few years, plasmon excitation in fullerene and PAHs have been shown to be a very

prominent indirect ionization channel [35, 161]. For fullerene, the plasmon excitation is

centered around 21 eV energy and is shown to cause the ionization of C60 molecule [35].

The residual energy is shared between the outgoing electron and the internal heating of

the fullerene molecule. In the case of PAHs, the plasmon excitation peak is at 17 eV and

it has been shown recently to cause internal heating of the molecule by an amount of 8

to 9 eV [14, 161]. It is also seen that acetylene C2H2 loss comes as a by-product of such

plasmon excitation with a very specific range of decay constants.



Electronic delocalization plays a crucial role in deciding the stability of aromatic

molecules. This delocalization gives rise to very interesting properties in molecules like

polycyclic aromatic hydrocarbons (PAHs) and is the reason behind their abundant exis-

tence in the interstellar medium as well as in the earth’s atmosphere [162,163]. Therefore

any radiation damages to such molecules cannot be assessed without taking into account

the spread in the electron density for a given molecular orbital and, in some cases resulting

in the collective behavior [27, 35, 60, 161, 164]. Photoinduced ionization and dissociation

remain the most selective measurement in terms of the internal energy deposited into the

molecules by the radiation. Most commonly known techniques for such measurements

are the PEPICO and T-PEPICO spectroscopy [36]. In these experiments with the help of

the energy analysis of emitted electrons, a precise value of the internal energy and there-

fore a very narrow range of decay constants can be experimentally obtained for a given

statistical dissociation channel [59, 160]. On the other hand charged projectiles would

deposit a broad range of energies, hence making the process of estimating the internal

energy very complex, even if the secondary electron energy is tracked. Thus it becomes

impractical to use conventional ToF mass spectroscopy techniques to study the dynamics

of statistical decay in charged particle collisions.

A molecular system with a given internal energy is prone to decay by statistical decay

process. This process is usually modeled as an Arrhenius type unimolecular dissociation

process. The decay constant for such evaporation channel is given as,

k = Ae
( Ea
kBT

)
, (6.1)

where A is the frequency factor, Ea is the barrier energy for decay, kB is Boltzmann

constant and T is the temperature due to the internal energy of the molecule. For a given

internal energy of the molecule, the decay curve will be exponential in time. But for a

range of internal energies, the decay function will be a more complex combination of

multiple exponential decays due to a range of decay constants.

In this work, an attempt is made to investigate the interaction of high-energy elec-

tron beam with PAH and PANHs, then assess the time dependence of C2H2 evaporation

in comparison with the other channels using a TOF mass spectrometer. In electron im-
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pact experiment, permanent extraction field for recoil ion is to be compensated, since it

could affect the projectile beam adversely [142], which in turn can affect the range of

usable beam energies. Pulsed extraction of recoil ion is an alternate method, which offers

a possibility of having a variable delay between the formation and extraction of recoil

ion. But the main disadvantage of this method is the relatively poor mass resolution [165]

owing to which the technique is applied less often. A few systematic measurements us-

ing this technique in the electron-molecule collision have been reported recently [166],

in which delayed extraction time-of-flight (DEToF) was employed in order to measure

kinetic energy distributions of electron- molecules collision products and disentangle dif-

ferent fragmentation pathways and moieties with the same mass-to-charge ratio. We have

implemented the same technique of DEToF here, to investigate the time-dependent popu-

lation of the produced fragments in high-energy electron-PAH collision.

6.1 Delayed Extraction Time-of-Flight

The versatility of our electron-ion coincidence experimental set-up enables us to explore

a rather uncommon technique of delayed extraction time-of-flight (DEToF) [Figure 6.1].

The pulsed extraction of ions in a ToF setup can be used to analyze the evolution of a

time-dependent population of various fragmentation channels of PAHs and PANHs. If

the decay constants are in the range of 105 − 106, then it becomes possible to probe

the system within sufficient time so that the thermal velocity dispersion does not affect

the collection efficiency. Though such a system has limited applicability, it has helped

in the present investigation to assess the evaporative loss from a PAH/PANH molecule

due to electron impact. The instrumentation presented here is very effective under such

conditions.

Astro-biologically important statistical dissociation channels of the PAHs and PANHs

are probed using DEToF. We choose naphthalene as our PAH sample, its two derivatives

quinoline, and isoquinoline as PANHs since it exhibits all the properties of large PAH-

s/PANHs even though it is the smallest in that class. Generally, for naphthalene and its

nitrogen-containing derivatives, the loss of H and C2H2/HCN are the most dominant
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Figure 6.1: DEToF experimental schematic (first acceleration region: region between
P1 and P2, second acceleration region: region between P2 and D)

statistical dissociation channels. Statistical decay channels show increasing the yield of

daughter ions as a function of extraction delay in the order of 106 s−1 decay constant,

whereas the yields due to fast dissociation channels were observed to decrease as a func-

tion of extraction delay. On the basis of the projectile beam energy dependence of the

yield, the effect of plasmon excitation in quinoline and isoquinoline is shown for the first

time.

6.2 DEToF Experimental Setup Details

We use a Wiley-McLaren-type ToF mass spectrometer [167] with the pulsed extraction

technique for detection of the product-ions. The schematic diagram of the experimental

set-up with the data acquisition module is shown in Figure 6.1. The spectrometer consists

of a pusher (P1 ) as well as puller (P2) plate of thickness 1 mm and an outer diameter of

105 mm. The puller plate has an opening diameter of 26 mm and is covered with a nickel

mesh characterized by 16 lines per cm, for field uniformity. This allows a transmission

efficiency of 95% of the ions. For the field-free drift of ions, we have a drift tube of length

200 mm with an opening of 25 mm covered by a nickel mesh for field uniformity, which

is identical in characteristics to the one used for covering the opening of the puller plate.
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The gap between the pusher (P1) and puller plates (P2) is 16 mm while that between

the puller and the drift tube is 5 mm. A home-built, low current high energy (1-5 keV)

electron gun is used for ionizing the target molecule. The filament produces electrons via

thermionic emission with a heating current of about 180 mA. Two sets of XY deflectors

are mounted beyond the focusing lens. We use two apertures (A1, A2), one between the

two deflector sets (A1) and the other after the deflectors (A2), to avoid the secondary

electrons from the internal scattering of the beam to reach the interaction region. The

energy of the electron beam is decided by the floating voltage of the whole electron gun

assembly. The electron gun operates in a pulsed mode with a variable ON time width. For

pulsed extraction ToF, we have used home-built high voltage MOSFET switches, which

can switch the high voltage in the push-pull mode with a 50 ns rise and fall time. A

cylindrical shaped Faraday cup of length 100 mm and radius of 25 mm, biased to +36

Volts is used to collect the projectile electrons. The target molecule is introduced into the

interaction zone that is well localized in space through a fine capillary of internal diameter

300 microns and length of 15 mm. The capillary exit is kept nearly 5 mm away from the

center of the ToF interaction region to avoid any possible secondary electron emission

due to the electron beam colliding with the capillary. We have used a channeltron (CEM)

for the detection of ions, with a bias voltage of -2600 Volts. In addition, we pulse the

electron gun and the pusher-puller plates for delayed ToF mass spectrometry as per the

pulsing sequence is shown in Figure 6.2. Ions produced in the interaction region (region

between P1 and P2) are accelerated by the electric field and compensated for the spatial

spread in the second region (region between P2 and D) before entering the field-free drift

tube followed by the ion detector. The data is acquired using a multi-hit time-to-digital

converter data acquisition system (Agilent TDC Model: U1051A). A gate pulse is used

to filter out the switching noise picked up by the detector channel.

The target sample vapor was introduced into the setup at room temperature in which

the RMS velocity of the molecules is∼ 240 µm/µs. Thus, it is very important to design

the ToF in such a way that the drift of target molecules between the electron pulse and

the extraction pulse do not reduce the collection efficiency. It is important to account

for the extraction pulse rise time in order to have a constant collection efficiency over

different extraction delays. This was achieved by using high extraction field of 125 V/cm
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Figure 6.2: Pulsing sequence for DEToF

(interaction region). By doing an ion trajectory simulation with the help of SIMION8.0

we arrived at these settings. To check the collection efficiency, the simulations are done

with all the three molecules by a spherical distribution of the source of diameter 6 mm

and an RMS velocity twice as large as the value at 300 K, that is 480 µm/µs as the worst

case scenario.

6.3 Analysis and Results

The typical mass spectra for the three cases are shown in Figure 6.3. The major mass peak

groups can be identified with appropriate carbon and nitrogen-containing fragments. Due

to the proximity of nitrogen and carbon mass in the ToF and considering the possibilities

of multiple H atoms attached to a fragment, it becomes very important to distinguish the

exact mass value with an error that is better than 0.5 amu at 64.5 amu and 1 amu at 129

amu, particularly for the doubly charged channels. In order to achieve this and in the

absence of higher resolution mass spectral data of these molecules we used our own mass

spectra measured in a separate experiment at high energy proton beam collisions with

naphthalene, quinoline, and isoquinoline (not shown here). With the help of these mass

spectra, we ascertain the possible decay channels in the mass spectra to be expected.

We have considered the following groups of decay channels for our analysis. The
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Figure 6.3: Typical Mass Spectrum of (a) Naphthalene (C10H8) (b) Quinoline (C9H7N)
(c) isoquinoline (C9H7N) at 1000 eV electron impact (Inset:in figure (a) fragments of
naphthalene, (b) fragments of quinoline, (c)fragments of isoquinoline)
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yields are obtained from the mass spectra of each of the mass groups. The other possible

channels are generally of negligible intensity and hence they are not expected to affect the

yield ratios for a given group.

I) Naphthalene

1. C10H8 + e− → C10H
+
8 + 2e−

2. C10H8 + e− → C8H
+
6 + C2H2 + 2e−

C10H8 + e− → C8H
+
5 + C2H2 +H+ 2e−

3. C10H8 + e− → C6H
+
6 + C4H2 + 2e−

C10H8 + e− → C6H
+
5 + C2H2 + C2H+ 2e−

C10H8 + e− → C6H
+
4 + C4H4(2× C2H2) + 2e−

4. C10H8 + e− → C5H
+
3 + C2H2 + C3H3 + 2e−

5. C10H8 + e− → C4H
+
4 + C4H2 + C2H2 + 2e−

C10H8 + e− → C4H
+
3 + 2× C2H2 + C2H+ 2e−

C10H8 + e− → C4H
+
2 + 3× C2H2 + 2e−

6. C10H8 + e− → C3H
+
3 + C3H3 + C4H2 + 2e−

7. C10H8 + e− → C10H
++
8 + 3e−

C10H8 + e− → C10H
++
6 + 2H/H2 + 3e−

8. C10H8 + e− → C8H
++
6 + C2H2 + 3e−

C10H8 + e− → C8H
++
4 + C2H2 + 2H/H2 + 3e−
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II) Quinoline and Isoquinoline

1. C9H7N+ e− → C9H7N
+ + 2e−

2. C9H7N+ e− → C8H
+
6 +HCN+ 2e−

C9H7N+ e− → C8H
+
5 +H2CN+ 2e−

3. C9H7N+ e− → C7H5N
+ + C2H2 + 2e−

C9H7N+ e− → C7H
+
5 + C2H2N

+ + 3e−

4. C9H7N+ e− → C6H
+
3 + C3H4N+ 2e−

C9H7N+ e− → C6H
+
2 + C3H5N+ 2e−

5. C9H7N+ e− → C5H2N
+ + C4H4 +H+ 2e−

C9H7N+ e− → C5H2N
+ + 2× C2H2 +H+ 2e−

C9H7N+ e− → C5H
+
2 + C4H5N+ 2e−

6. C9H7N+ e− → C9H7N
++ + 3e−

C9H7N+ e− → C9H6N
++ +H+ 3e−

C9H7N+ e− → C9H5N
++ +H2 + 3e−

7. C9H7N+ e− → C6H
+
6 + C3H2N+ 2e−

C9H7N+ e− → C6H
+
4 + C5H4N+ 2e−

8. C9H7N+ e− → C4H
+
2 + C5H5N+ 3e−
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9. C9H7N+ e− → C3H2N
+ + C6H5 + 3e−

C9H7N+ e− → C3H
+ + C6H6N+ 2e−

10. C9H7N+ e− → C9H7N
+++ + 4e−

C9H7N+ e− → C9H6N
+++ +H+ 4e−

C9H7N+ e− → C9H5N
+++ +H2 + 4e−

Generally, for PAHs and PANHs, the loss of H and C2H2/HCN are the most dominant

statistical dissociation channels. The CEM detection efficiency, which strongly depends

on the velocity of the ion hitting the detector, causes a lower detection efficiency as a func-

tion of increasing the mass of the fragment [168]. Hence the actual HCN loss intensity is

higher than what appears in the mass spectrum. Since our main goal here is to compare

relative yields of identical mass fragments with different targets, the efficiency correction

is not expected to affect the analysis. Compared to PANHs, naphthalene clearly shows

much higher stability with the fragmentation yields in comparison with the low stability

of fragmentation yields of singly charged ions. Similarly, the second ionization yield is

larger compared to adjacent fragment peaks in naphthalene highlighting the stability of

naphthalene di-cation over the other two targets. The C2H2 loss channel is important in

naphthalene whereas HCN loss is an important channel in the other two PANHs. The

activation barrier for the C2H2/HCN loss has been reported for naphthalene, quinoline

and isoquinoline to be 4.13 eV [160], 4.17±0.05 eV and 4.03±0.05 eV [12] respectively.

The kinetic shift, i.e. the excess energy required to have the decay constant in the or-

der of 106s−1 for C2H2 loss in naphthalene is about 4.2 eV whereas for the HCN loss in

the PANHs considered here it is about 2.7 to 3 eV, which is calculated using the Rice-

Ramsperger-Kassel-Marcus quasi-equilibrium theory (RRKM/QET) [160]. Thus, it is

expected that the PANHs show a much larger yield of HCN loss compared to the C2H2

loss in naphthalene. For the decay channel no. 5, in this time scale, the mechanism of

formation is less clear and hence it is hard to associate it with any individual decay pro-

cess. The other fragments are much stronger in PANHs. The most significant observation

is a higher tendency of isoquinoline compared to quinoline towards fragmentation. Both

PANHs show a H3 loss in the double ionization peak as the prominent channel. The origin
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of this channel is difficult to ascertain. A similar peak is seen in naphthalene but with the

H2 loss. The intensity of H2 or H3 loss at the double ionization peak is quite significant.

C6H4
+ region shows a clear difference in the peak shape across the three examples. This

indicates a difference in the decay channel which again could be related to the location of

the nitrogen atom in the ring.

6.3.1 Normalisation and Beam Energy Dependence

HCN loss shows the strongest intensity compared to adjacent mass peaks in quinoline

and isoquinoline hence other channels in this mass group are neglected in the rest of the

analysis. The yields in each spectrum are normalized with the total area of the single ion-

ization peak, including neutral H loss. The total counts in each area were much larger than

10000. Thus, the systematic errors are canceled due to self-normalization with the single

ionization peak and the statistical error was much smaller than the symbol size used in all

the subsequently shown figures. First, we compare the relative yields as a function of the

impact energy in all the three targets. This trend is shown in Figure 6.4a, 6.4b and 6.4c.

Here we notice the first indication that C2H2/HCN loss is different from the other chan-

nels. It is very clear that C2H2 and HCN channel in naphthalene and (iso)quinoline,

respectively show a much slower change in the yield as compared to all the other chan-

nels. The other channels show almost an identical variation of rapid decrease within a

given target species. This effect has also been observed with ion impact on naphthalene

and is attributed to plasmon excitation process [34]. We observed similar features in the

nitrogen derivatives as well. This shows that the presence of one nitrogen atom does not

affect the collective excitation process.

The mass spectra are recorded and the relative yields in the target and incident beam

energy combinations are plotted as a function of the extraction delay for each individual

channel. Figure 6.6 shows the data for naphthalene at a beam energy of 250 eV. The rela-

tive yields clearly show two types of decay channels. One set shows a systematic decrease

in magnitude as we increase the delay and the other shows either a constant or small in-

crease in intensity that stabilizes within 5 microsecond time scale. A similar behavior is

seen in all the other beam energies. In the case of naphthalene, these slow changing or
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Figure 6.4: Energy dependence of different decay channels with zero delay time extrac-
tion (a) Naphthalene (b) Quinoline (c) Isoquinoline molecules
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Figure 6.5: Various dissociative and violent decay channels with delay time extraction
(a) Quinoline (b) Isoquinoline molecules under 250 eV electron impact

increasing channels are clearly related to the statistical dissociation channels [87, 160].

Figure 6.5a and 6.5b, show the similar measurements for quinoline and isoquinoline at

250 eV. Here, the behavior is again similar to naphthalene except that the relative yields

for corresponding channels are higher and the time evolution of the two slow channels

is different. The statistical channels for naphthalene have been reported in the literature
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Figure 6.6: Various violent and dissociative decay channels with delayed extraction time
for naphthalene under 250 eV electron impact

but for quinoline and isoquinoline, such detailed studies are not available. Bouwman et

al. (2015) have discussed H loss and HCN loss in one of the recent photodissociation

studies for the two cases but the second slow channel seen here is not discussed in the lit-

erature [104]. Using the list of decay channels and their mechanisms it is easy to identify

that the HCN loss and C3HnN are the dissociation channels with microsecond timescale

whereas all other channels decay at a much faster rate with sufficiently large kinetic en-

ergy release (KER) to diffuse from the interaction region rapidly. In particular, the doubly

charged species (decay channel) is likely to further dissociate to smaller singly charged

fragments. Consequently, the population of the intact dication and dication-HCN also de-

crease rapidly as seen in the data. We compare our results with the NIST data taken at 70

eV [107]. The mass spectra show the same decay channels as our case but with a strong

variation in the yields. For both PANHs the mass spectra are almost identical yields for

respective decay channels at 70 eV. In contrast, we observe clearly that isoquinoline is

more prone to decay by fragmentation than quinoline.
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6.3.2 HCN Loss Channel in Quinoline and Isoquinoline
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Figure 6.7: HCN/C2H2 loss channel in naphthalene, quinoline and isoquinoline

The HCN elimination process in both the PANHs studied here is known to depend on

the pairing of the nitrogen atom with the nearest carbon atom. In the case of quinoline

at 70 eV electron impact, 33% yield of HCN was seen to arise from one of the adjacent

carbon atoms [12]. The other atom in one of the shared carbon between two rings was not

found to contribute significantly. On the other hand, for isoquinoline, the nitrogen position

was found to help in pairing with either of the two carbons, contributing to nearly 70%

of the HCN yield [13]. Moreover, at low energy neutral impact, the process was entirely

governed by pairing with the adjacent carbon atoms and the carbon randomization was

found to be absent [12, 13]. This work directly demonstrates that the relative yield of

HCN loss for quinoline is approximately half (0.555) of that from isoquinoline. On the

other hand, we found that the decay constants for HCN loss are of the order of 106s−1 and

are almost identical in both PANHs.

At all the three beam energies, the HCN loss channel in quinoline and isoquinoline

show a strong similarity in the evolution of the relative yield which follows exactly the

same time scale as shown in Figure 6.7. This highlights very clearly that the mechanism

of formation of HCN in the two cases must be identical. A detailed discussion regarding

the elimination of HCN from these two species can be found in the very recent work
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by Bouwman et al [104]. The observations here are consistent with their experimental

results on photodissociation. Having noted this, the two examples drastically differ in the

magnitude of the relative yields. As shown in Figure 6.7 the HCN loss yield in quinoline

is multiplied by a factor of 1.8 to match with that of the isoquinoline, which clearly shows

that the possibility of losing HCN from quinoline is approximately half of that of from

isoquinoline as shown by the structure calculations in Section 2.1 in the Chapter 2. This

factor remains the same for all the beam energies. Such a comparison of yields under

identical conditions is not reported so far to the best of our knowledge.

6.3.3 HCN+C2H2 Loss Channel in Quinoline and Isoquinoline
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Figure 6.8: HCN+C2H2 loss channel in quinoline and isoquinoline

In the case of naphthalene, the loss of diacetylene and 2 times the loss of C2H2 are

competing channels with the diacetylene loss being the significantly larger channels as

seen in figure 6.3. Structurally, both the rings in naphthalene can produce diacetylene

fragment. In quinoline and isoquinoline, on the other hand, 76 amu has a higher intensity

than 78 amu. The minimal intensity of 79 amu indicates diacetylene loss is negligible.

This leaves the ring with nitrogen to produce the neutral fragment with the corresponding

ion at 76 and 78 amu. There are two possibilities in this mass region, first is the loss of

HCN + C2H2, giving rise to the fragment of mass 76. The other possibility is the loss
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Figure 6.9: HCN+C2H2 loss channel overlapped mass spectrum in quinoline and iso-
quinoline

of propiolonitrile (C3NH) resulting in a fragment of mass 78. Due to the lack of previ-

ous investigations towards this aspect, it has not been possible to quantify and compare

these two channels energetically. As we can see in Figure 6.3, quinoline shows a higher

intensity of 76 mass compared to rest of the fragments in the vicinity. This is in contrast

to isoquinoline spectrum. Considering the structure of propiolonitrile (C3NH), it is ex-

pected that quinoline should have a higher probability of HCN + C2H2 loss compared to

isoquinoline. In terms of time evolution, this channel shows an initial increase up to 1.5

microseconds and thereafter a rapid decrease for isoquinoline at 1000 eV beam energy.

For quinoline, this change is much slower and it peaks at about 3 microseconds. The yield

variation is as much as 20% from the zero delay to the peak yield for isoquinoline and

about 12% for quinoline at 1000 eV. At 250 eV on the other hand, the decrease is very

rapid in both the targets as can be seen in Figure 6.8.

To this end, it is observed that the shape of the peak in this channel also evolves with

the extraction time for isoquinoline. Figure 6.9 shows the mass overlapped mass spectra

for quinoline and isoquinoline in the mass range of the fragment in the discussion. It is

evident that the isoquinoline structure develops sharper peaks due to the fast diffusion of

higher energy fragments from the interaction region thus improving the resolution of the
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mass spectrum. This behavior is very weak in quinoline. Similar to HCN loss channel,

this channel also shows a variation in the magnitude of the yield between quinoline and

isoquinoline. The factor to be multiplied with quinoline yield to match with the isoquino-

line magnitude is about 2 at 250 eV and 2.8 at 1000 eV.

The statistical decay channels of naphthalene, quinoline, and isoquinoline were ob-

served to show a slow microsecond range decay time constant. A similar trend was seen

with C4H2 and C2H2+HCN loss channel in naphthalene and (iso)quinoline, respectively.

The rest of the channels show a gradual decrease in intensity as a function of delay due

to rapid dispersion following a violent fragmentation. Thus the DEToF technique is used

to separate the fast and slow decay channels after electron impact. A detailed analysis

of HCN loss showed identical time scales in quinoline and isoquinoline but nearly twice

the yield in favor of isoquinoline. We correlate this with the position of the nitrogen and

the corresponding bond properties using a simplistic interpretation. A Hartree-Fock level

structure calculation with GAUSSIAN09 with 3-21G basis set is used to asses the bond

length variations of the targets. The observed yield variation is explained on the basis of

the results. A similar analysis of diacetylene/ propiolonitrile channels shows the statistical

nature of this dissociation dominating at higher electron impact energy.
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Chapter 7

Ion Impact on PAHs and PANHs

In contrast with the electron impact processes, a positive charge projectile leads to addi-

tional complexities. This is mainly due to the availability of bound states. The dynamics

of ion-molecule collision is very complex as it involves numerous processes occurring

simultaneously such as direct (multiple) ionization, fragmentation, inner shell ionization

preceding Auger effect, autoionization, transfer ionization and electron capture process.

Generally, electron or photon impact mass spectroscopy measurements on PAHs are dom-

inated by single or multiple ionization, while fragmentation channels remain dormant. On

the other hand, in ion-PAH collisions, the fragmentation channels play a prominent role

due to substantial energy deposition in the electronic and vibrational modes. In this chap-

ter we are discussing the positively charged particle interaction on PAHs and PANHs,

where we have used H+ as our projectile.

We have chosen the experimental conditions in which we will be able to probe the

molecule in the time scales of the microsecond. The higher sensitivity of the projectile

electron below 250 eV restricted our ability to do measurement below 4 a.u. of the ve-

locity of the charged particle. Therefore, to probe the energy loss in this velocity regime

where we expect the charged particle to deposit more energy in electronic energy loss

model, we perform the experiment with proton beam at lower velocity. But when we do

this, proton beam itself introduces additional complications due to the electron capture

(EC) and capture ionization(CI) processes. Using multi-coincidence technique we have

isolated as many possible contributions as possible. The data helped in identifying the

extent to which structural randomisation can happen at a given projectile velocity. This

method has also helped to compare the rate of evaporation from mono and dication.



7.1 Experimental Details

The proton-PAH/PANH experiment was carried out at the Low Energy Ion Beam Facility,

Inter-University Accelerator Centre, New Delhi, using an electron cyclotron resonance

(ECR) ion source. Proton beams of energy between 50 and 150 keV were made to collide

with naphthalene, quinoline and isoquinoline target. Target samples were effusing from

a needle placed perpendicular to the projectile beam path in the collision chamber. The

chamber pressure was 5× 10−7 Torr during the experiment. There was no contamina-

tion seen in the time-of-flight (TOF) spectrum due to impurities in the sample. A linear

two-field TOF mass spectrometer (TOFMS) with a position-sensitive microchannel plate

detector was used to detect the recoiled naphthalene ions after interaction with the pro-

ton beam. The electrons ejected in the process were extracted in a direction opposite the

TOFMS and detected by a channeltron. The proton beam was allowed to interact with the

target and then using extra electrostatic deflector after interaction section of ToF, the neu-

tralized proton beam was separated and the neutral hydrogen was produced by the electron

capture process and detected using the third detector. Post-collision, the charged projec-

tiles were deflected away from this detector using an electrostatic deflector. The NIM

triggers from the ejected electron and neutralized projectile were delayed and gated with

OR condition. This signal was delayed by enough time to use as the common stop. Since

the capture cross sections are much lower, by adding extra delay a priority was given to

projectile stop. The individual start signals were taken from the microchannel plate detec-

tor in the ToF. Multi coincidence measurements were carried out in both EE and EC mode

by a CAMAC based multihit data acquisition system (DAQ) employing LeCroy time-to-

digital converter (model 3377 TDC). A very sophisticated multi-coincidence technique is

employed to isolate the electron capture and capture ionization process from pure elec-

tron emission (EE) process in proton PAH and PANH collision. A relatively high energy

proton beam ranging from 50 keV to 200 keV was used, which gave us velocity in be-

tween 1.42 a.u. to 2.46 a.u. The data was written in list mode, where the full coincidence

information was preserved. Out of this information, we selectively took out the correlated

processes like EC, EE, and CI. The detailed layout of the experimental setup and DAQ is

described elsewhere [169].

126



7.2 Mass Spectrum

The proton impact data has three modes, EE, EC and CI mode respectively. One typical

example of each set is shown in Figure 7.1, 7.2, 7.3. Our electron impact data shows rel-

atively higher fragmentation yield compared to EE or EC mode data. This is mainly due

to two different detectors being used for two experiment. The proton impact data clearly

shows very sharp peak resulting from pure ionization and ionization plus neutral evapo-

ration process, whereas the broader peaks are assumed to be due to more violent multi-

fragmentation. Areas of individual group peaks were extracted and were normalized to

singly charged parent ion, except for sharp peaks like dication, dication with C2H2/HCN

loss, dication-H2/H3 where individual peaks could be integrated. While extracting the

data under EE, EC and CI conditions there are possibilities of contamination due to small

detection efficiency for the emitted electron as well as the neutralized projectile. In the

present experiment, they both were less than 10 %. Moreover, the main conclusions drawn

in this work are based on only singly charged parent ions and their evaporative daughter

ions which are not affected by it. The conclusions for dication are also independent of

such cross-contamination. In the case of proton impact, it was found that the electron cap-

ture process had very low cross-section compared to the pure EE mode. This was already

known in the case of naphthalene [60]. Therefore, even if the capture process is causing

any contamination in our measurement it would cause a very little correction.

We extract the EE mode data and EC mode data by putting the condition in the soft-

ware and then we normalize to the single molecular ionized peak. But in the case of

CI, singly charged parent ion peak was seen due to chance coincidence and was not cor-

related with the different channel, so we normalized it with doubly charged parent ion.

This analysis is done purely for comparison of all the three processes. Compared to EE,

capture cross-section was one order of magnitude less; so also in the case of EC, CI was

one order magnitude less. Thus the error due to chance coincidence could affect only the

highly energetic fragmentation process these errors will be visible only in the highly en-

ergetic fragmentation process and that too only a few percentage. So such contamination

can be neglected and therefore we can separate the electronic energy loss dynamics from

the pure capture dynamics and capture ionization. This is particularly true for evaporative
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Figure 7.1: Typical Mass Spectrum of (a) Naphthalene (C10H8) (b) Quinoline (C9H7N)
(c) isoquinoline (C9H7N) at 50 keV proton impact in EE mode
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Figure 7.2: Typical Mass Spectrum of (a) Naphthalene (C10H8) (b) Quinoline (C9H7N)
(c) isoquinoline (C9H7N) at 50 keV proton impact in EC mode
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Figure 7.3: Typical Mass Spectrum of (a) Naphthalene (C10H8) (b) Quinoline (C9H7N)
(c) isoquinoline (C9H7N) at 50 keV proton impact in CI mode
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losses of C2H2/HCN.

Each mass spectra contained a small though noticeable water ion peak. We use this

information to obtain the neutralize projectile and secondary electron detector efficiencies

as well as the ratio of the absolute cross-section. Due to too high uncertainty in the vapor

pressure of the target molecules and the limitation in collecting the projectile beam post

interaction it was not possible to do absolute normalization. Since the data was taken with

multi-coincidence in list mode for a given set of beam energies and target combination, the

number density of target and projectile flux was identical for EE, EC, and CI mode. We

use the ratio of dication intensity in CI mode and EC mode to obtain absolute secondary

electron detection efficiency. This was possible because we are using a proton projectile

and we neglect double capture process. We use the published total and partial cross-

section of production of the monocation of H2O under pure ionization and pure capture

for proton projectile energies studied here [170–172]. Using this we obtain the ratio of

neutral projectile detection efficiency to electron detection efficiency. Thus we have the

absolute electron detection efficiency which was found to be identical within error bars

for all the runs as expected from the setup geometry. The neutralized projectile detection,

on the other hand, was found to be very different for different projectile energies. This is

due to the different tuning conditions. With the help of this information, we found out the

ratio of single ionization cross-section to single electron capture cross-section by using

the equation:

(
I i+
Ic+

)H2O = (
σi

σc
)H2O × (

εe
εp
) (7.1)

I i2+
Ic2+

=
1

εe
− 1 (7.2)

where, I i+ is the area of H2O
+ in EE mode, Ic+ is the area of H2O

+ in EC mode, σi

is the crosection for H2O
+ in EE mode data [170–172], σc is the crosection for H2O

+ in

EC mode data [170–172], I i2+ is the area of dication of respective molecule in EE mode,

Ic+ is the area of dication of respective molecule in EC mode, εe is the electron detection

efficiency and εp is the projectile detection efficiency.
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Figure 7.4: Projectile proton beam energy dependence of C2H2 loss channel in naphtha-
lene, HCN loss channel in quinoline and isoquinoline in (a) EE mode (b) EC mode

132



We found that for all the targets the ratio of ionization to capture cross-section varied

from 3 to 40 for corresponding proton energy of 50 keV to 150 keV (Figure 7.5). This

is expected by considering that the projectile velocity is beyond 1 a. u., thus surpassing

the required velocity matching condition and therefore decreasing in the partial cross-

section as a function of velocity for electron capture. The emission cross-section is also

known to decrease in this energy range as well but the decrease in capture cross-section

is much faster [34]. The most important observation is that the three molecules follow

the same ratio. But considering the fact that the electron capture and electron emission

process are two distinct processes changing rapidly in this energy range, this similarity

in the ratio clearly proves that both the ionization and capture processes are identical and

the presence, as well as the position of nitrogen in PANHs, have very little effect on the

cross-section for capture as well as electron emission. No significant effect of evaporation

process over the yield of single and double ionization is observed. The ratio of ionization

to capture cross-section, as well as the ratio of double ionization to capture ionization, are

independent of the presence and position of Nitrogen in PAHs (Figure 7.5).

Earlier studies on anthracene C14H10, acridineC13H9N and phenazine C12H8N2 ions

colliding with He, Ne, Ar, or Xe at 5 keV shows that the total fragmentation cross section

is the same for all three molecules for a given target gas [173]. It is known that in naphtha-

lene the skeletal structure is much more stable as observed in our electron impact as well

as proton impact studies. In the case of quinoline and isoquinoline, on the other hand,

it has been reported in the past that under collision induced excitation processes there is

a possibility that there can be some amount of structural randomization. If this random-

ization process is of carbon and nitrogen atoms in the skeleton, they lose their positional

identity. Due to the structural difference between quinoline and isoquinoline we expect

that the ratio of HCN loss should double in case of isoquinoline compared to quinoline

if there is no randomization. Structure calculations on these molecules also highlight

the identical nature of respective C-C and C-N bonds when we compare quinoline and

isoquinoline.

For the EE mode and EC mode, the C2H2 or HCN loss yield was plotted as a function

of projectile energy (Figure 7.4). Several similarities were observed between electron im-

pact and proton impact in EE mode. First of all, the contribution from C2H2 and HCN
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from PAHs and PANHs and other branching processes was found to be less compared to

electron impact. This is in agreement with what has been reported with photodissocia-

tion also; in the case of quinoline and isoquinoline, C2H2 loss was found to be minimal

compared to HCN loss and it has been clearly established that HCN loss is the dominant

channel [104]. Since these are two different setups, detectors used were different, so the

detection efficiency will be different. So, the absolute value of the ratio may not be com-

pared quantitatively, but a qualitative behavior as a function of projectile velocity can be

obtained.

In the case of capture ionization, we observe a small amount of singly charged molec-

ular ion, which comes due to chance coincidence. There are peaks with 6, 7 or 8 carbon

atoms which are seen due to fragmentation of dication decay in which the smaller frag-

ment is not detected. We see a sharp dication and very prominent dication minus HCN or

C2H2 (Figure 7.7). At the outset, it is very clear that naphthalene dication is much more

stable than both quinoline and isoquinoline, from the fact that the naphthalene doubly

charged molecular ion is the strongest peak and there are other peaks but much smaller

in amount, which includes a sharp peak due to C2H2 loss and due to H loss or H2 loss

as well as broad peaks due to fragments. In the case of quinoline and isoquinoline, on

the other hand, the HCN loss peak is also quite prominent. Surprisingly, in the case of

isoquinoline, the dication is prominent compared to HCN loss and in quinoline, it is the

other way (Figure 7.6). The relative yield of dication in EE mode less by a factor of 2

compared to yield in the case of EC mode; it indicates the extra monocation intensity in

EE mode coming from plasmon excitation. As expected, the yield of dication is highest

for naphthalene and lowest for isoquinoline for both the cases (Figure 7.6).

7.3 Plasmon Excitation in Charged Particle Collision

Charged particle collision in electronic energy loss regime can cause local electronic en-

ergy loss and thus electronic excitation, such collective excitations are called plasmon

excitations. The plasmon excitation is a prominent collective excitation mode in PAHs

and PANHs. Planar PAH’s happened to have the energy of about 17 eV. The photoion
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double ionisation (σee) to capture ionisation (σci) for naphthalene (C10H8) quino-
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yield measurements performed over a large range of PAH has clearly shown plasmon

excitation at 17 eV [36, 41]. To the best of our knowledge similar photoion yield mea-

surements are not done in quinoline and isoquinoline and therefore it is not possible to

assess how strong the excitation will be in these molecules comparative to naphthalene.

It is known that collective excitation states due to inner valence shell electrons could ex-

ist for PAHs along with many single particle excited states and the collective excitation

is expected to couple to intramolecular vibrational distributions via such single particle

states [32]. Such coupling is strongly dependent on the symmetry and aromaticity of the

molecule.

It is already known as well as observed in this study that naphthalene shows a very

strong effect of this excitation mode. In naphthalene, C2H2 loss channel was used to

demonstrate this effect in collisions with protons as well as with electrons [34,174]. Thus

we observe similar effect with PANHs in our present study as well. The energetics, on

the other hand, is different due to the structural isomers of PANHs used here. Com-

pare electron impact and proton impact with respect to Bohr adiabaticity parameter for

plasmon [175, 176]. For larger impact parameters the collision interaction times become

longer and it becomes possible for the projectile to couple strongly with the various col-

lective excitations in the molecule. Still, at larger impact parameters, the excitation prob-

ability drops off again because (a) the Coulomb interaction becomes weaker, and (b) the

collision times become large compared to the period of the excitation and the interaction

becomes adiabatic. An estimate of the impact parameter at which this occurs is Bohr’s

adiabatic distance [175], b0 = γ�ν/E, where γ is the usual relativistic parameter, ν is the

projectile velocity, and E is the energy of the excitation. So at 1 a.u., the velocity of the

projectile, it is 1.6 a.u. and at 4 a.u. velocities of the projectile, it is 6.4 a.u., assuming the

plasmon excitation energy is 17 eV for naphthalene, quinoline, and isoquinoline.

More interestingly, just like in the case of electron impact we observe C2H2 loss, as

well as HCN loss channel, evolve very slowly with the projectile energy (Figure 7.4).

We found that the loss of C2H2 +HCN in the case of quinoline and isoquinoline and

loss of C4H2 in the case of naphthalene follow approximately 1/v dependence, where v is

the velocity of the projectile, clearly showing that the origin of this process is due to the

electronic energy loss. The C2H2 loss and HCN loss showing the very weak dependence
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on the projectile velocity matches the behavior as shown in the case of plasmon excita-

tion [60]. We observe that for naphthalene, C2H2 loss is constant within the error bar. But

in quinoline and isoquinoline, HCN loss shows a small variation larger than naphthalene

C2H2 loss. The behavior of naphthalene is understood to be the effect of plasmon excita-

tion which deposits approximately identical amount of energy independent of projectile

velocity. The variation is mainly due to the broad shape of plasmon excitation as well as

a small contribution for the normal electron stopping. The second contribution is mainly

due to the fact that for substantial electronic stopping the projectile must pass very close

to the molecular electron cloud, on the other hand, plasmon being a collective excitation,

it can occur at large impact parameters. Thus for quinoline and isoquinoline, the devia-

tion from the constant nature of HCN loss process is understood on the basis of the fact

that the reduced symmetry which will reduce plasmon excitation oscillator strength and

hence the normal electronic stopping due to localized electron interaction will contribute

more in comparison with naphthalene target. Therefore in contrast with naphthalene, C60

or coronene, which has been shown by different studies that it is a purely plasmon dom-

inated process [35, 60, 151] the nitrogen-containing PAH derivatives show relatively less

effect of the plasmon. Moreover, we see that as the projectile velocity increases in case of

quinoline and isoquinoline the HCN loss was increasing (Figure 7.4). Thus we conclude

that not only the plasmon resonance effect but also other energy loss processes participate

in producing HCN loss. Since the dissociation barrier for quinoline and isoquinoline to

loose HCN(2.7-3 eV) is lower than naphthalene to loose C2H2 (4.2 eV) as reported by

Bouman et. al [104], secondary processes will lead to depletion of HCN loss daughter

ions within the ToF time scales. Such secondary processes will decrease in proportion

as we go to higher projectile velocities and hence cause the observed increase of yield

as a function of projectile velocity. As we go to higher velocity, the average energy de-

posited by the projectile into the target is lower and therefore if there is any secondary

process after losing HCN due to extra energy available in the molecule, that probability is

decreasing. And therefore HCN yield appears to be increasing as a function of projectile

velocity. So the effect is not due to increase in HCN loss population, but it is due to the

decrease in the secondary processes which were happening after HCN loss.

The evaporation of C2H2 or HCN is used as a temperature measuring means in this
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Figure 7.6: Projectile proton beam energy dependence of C10H
++
8 channel in naphtha-

lene, C9H7N
++ channel in quinoline and isoquinoline in (a)EE mode (b) EC mode
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work. Hence the relative yield of C2H2/ HCN loss is plotted as a function of beam energy

in EE and EC mode shown in Figure 7.4. A similar analysis was done for electron impact.

In addition, in the case of electron impact, a delayed extraction study was also conducted,

details of which can be found elsewhere [177]. In the case of electron impact at 4 a. u.

or more velocity, it is observed that the ratio of HCN loss in isoquinoline to quinoline is

not exactly double as expected from the structure calculations but it is 1.8 times. This

indicates that there is a small fraction of the population of ionized parent ion which un-

dergoes randomization of the structure and HCN loss happened after the randomization.

Since the extraction time scale in our ToF setup is about few microseconds such rear-

rangement and evaporation must be accomplished in that time to be able to get detected.

By implementing delayed extraction time-of-flight (DEToF) technique, we could identify

the evaporation time scale down to 0.5 microseconds and hence the randomization must

occur within time scales shorter than that. But since only a small fraction of the popula-

tion of parent ion sees the randomization effect we can not identify the exact timescale

of randomisation. Whereas in the case of proton impact and EE mode we observe this

ratio to be 1.2 times. The same feature is seen in EC mode with the ratio approaching

unity. So the fact that in the case of EE mode the yield of HCN is more and that this

ratio is higher for EC mode shows there is much more structural randomization in EC

mode compared to EE mode and this is because of higher internal energy deposition to

the target molecule. So both these facts point to a marginally larger electronic energy loss

in the case of EC mode compared to EE mode. This is also consistent with the fact that

the EC cross section is more than one order of magnitude lower than EE cross-sections

thus requiring the projectile to approach closed impact parameters for EC to take place

leading to additional electronic energy loss.

The energy loss process in charged particle interaction is very different than in the

case of photoexcitation. Since this process effects in many different and nested channels,

direct connection of multifragmentation to one particular sequence of fragmentation is

almost impossible. But the end result in the form of evaporation or fragmentation yields

as a function of projectile velocity provides a method to assess the possible origin of the

fragment species. Thus we plot various decay product relative intensities as a function of

projectile energy. Two distinct effects are observed, one in which the fragmented prod-
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Figure 7.7: Projectile proton beam energy dependence of C10H
++
8 − C2H2 channel in

naphthalene, C9H7N
++ −HCN channel in quinoline and isoquinoline in (a) EE mode

(b) EC mode
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uct has a decreasing yield as the function of projectile energy and the other where they

roughly follow a 1/v or exponential decrease with velocity. We correlate this with the

similar effect seen in C60 using experiments as well as molecular dynamics (MD) simu-

lations. But this study was in 1 a. u. velocity regime or less [178, 179]. We expect that

the effect will be similar in our proton projectile case as well. More recently proton beam

interaction with biomolecules has been studied and the energy loss values were estimated

by Tan et. al. in 2008 [180]. The energy loss of amino acids is observed to increase in the

study’s range of proton energy here. We assume a similar behavior with PAH and PANH

due to the similar elemental composition. Thus we explain the multifragmentation chan-

nels on the basis of electron stopping. Whereas the processes particularly C2H2 and HCN

loss process are clearly of a different origin and hence can be attributed to plasmon exci-

tation. The relative intensity of the evaporation products was found to be nearly twice in

case of isoquinoline compared to quinoline under low internal energy deposition, which

can be explained on the basis of the skeletal structure effect. This picture is altered when

we have charged particle with lower velocities.

The projectile energy dependence of the electron impact ionization process is very

commonly known to peak at about 70 eV to 100 eV, particularly for low-Z targets like

hydrocarbons. At higher energy, the cross section varies as ln E/E [174]. When we com-

pare the relative yields as a function of the electron impact energy in all the three targets

we notice the first indication that C2H2/HCN loss is different from the other channels. It

is very clear that C2H2 and HCN channel in naphthalene and isoquinoline, respectively

show a much slower reduction in the yield as compared to all the other channels. The

other channels show almost identical variation with a given target species. This effect has

also been observed with ion impact on naphthalene and is attributed to plasmon excitation

process [34]. We observed similar features in the nitrogen derivatives as well. This shows

that the presence of one nitrogen atom does not affect the collective excitation process

drastically.
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7.4 Stability of PAHs and PANHs under Charged Parti-

cle Interaction

Structural stability of PAHs or PANHs molecules can be studied using electron as well as

proton as the projectile by separating statistical and non-statistical decay channels. The

present work explores structural and dynamical implications of nitrogen substitution in

naphthalene as well as the position dependence of the same. Intriguingly enough the pres-

ence and the position of nitrogen have no observable effect as far as the ratio of ionization

to capture is concerned. Thus the single ionization causing processes for both electron

emission as well as capture mode are unaltered in the three target molecule in this proton

energy range. The relative intensity of the statistical evaporative channels on the other

hand show very different picture. Projectile velocities higher than 1 a. u. are expected

to have decreasing mean electronic stopping in the type of target considered here. There-

fore statistical as well as non-statistical channels should have shown decreasing trend in

yields. With electron as well as proton as the projectile, all the three target molecules

show the expected behavior as a function of projectile velocity except the evaporative

channels like C2H2 or HCN loss both from mono as well as dication. As reported earlier

for the case of naphthalene, the multifragmentation channels which are expected to be

non-statistical were observed to follow 1/v dependence. Similar behavior was also seen

in the case of C60 fragmentation but with lower proton velocities than the one used here.

Thus for naphthalene, quinoline and isoquinoline the multifragmentation channel yields

found to decrease with the velocity for both electron as well as proton projectile ranging

from 1 a. u. to 4 a. u. HCN/C2H2 evaporation channel from monocation, on the other

hand, shows almost a constant yield or even more interestingly an increasing intensity as

a function of projectile velocity. Dication, on the other hand, is found to have higher yield

in case of quinoline due to its higher stability compared to isoquinoline. Moreover, in

electron emission as well as electron capture mode the yields show a marginal decrease in

the intensity. Finally, HCN loss from the dication is observed to have approximately 1/v

dependence in the yield. Thus the HCN loss process from monocation must have a contri-

bution from energy loss mechanisms other than pure localized electronic stopping. This

contribution is namely plasmon excitation for EE mode and electron capture from inner
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valence shell in EC as shown in the case of naphthalene under similar conditions. The

projectile energy dependence and subsequent analysis of evaporative processes provide us

with a method to quantify the structural randomization process and positional identity of

carbon and nitrogen, in collision-induced excitation in case of quinoline and isoquinoline.

The highlight of this work is the observation of the systematic evolution of acetylene

or HCN evaporation in comparison with structural isomerization. A clear signature of

structural isomerization is obtained by comparing the HCN evaporation yields of quino-

line and isoquinoline under different impact energy conditions. We observe that at 4 a.

u. and higher velocities, the ratio approaches the expected value as per the preliminary

structure calculation. At lower velocities, on the other hand, a combination of plasmon

excitation and electronic stopping is observed to cause the higher amount of internal en-

ergy deposition which in turn increases the decay rate as well as the rate of isomerization.

But we observe that the rate constant of isomerization is faster than the rate constant of

HCN evaporation. From previous reported Monte Carlo simulation the expected average

internal energy deposited due to electronic stopping is approximately 50 eV. This may

or may not be accompanied by additional loss due to plasmon excitation. In the case of

electron capture, the ratio of HCN loss in both isomers is seen to be identical. Moreover,

the relative yield of HCN loss is also seen to be higher compared to the pure electron

emission mode.

The dication of quinoline and isoquinoline are also observed to loose HCN with high

propensity. As expected from the structure, HCN loss from isoquinoline is almost 50%

higher than in the case of quinoline (40 percentage in EE mode and 30 percentage in

EC mode). Here again, the evaporative yields are higher for the EC mode compared

to EE mode corroborating the observation made in the case of mono cation in terms of

relatively higher internal energy. Moreover, the HCN loss from dication of quinoline and

isoquinoline evolves with 1/v of the projectile beam.

It is known that energetically, quinoline is more stable than isoquinoline and therefore

it is also expected that in the interstellar medium, the proportion of isoquinoline is much

less than quinoline. And therefore one may expect the role of quinoline to be more impor-

tant in the prebiotic chemistry. But our work shows that sufficient internal energy leads to
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rapid rearrangement and the contribution from both isomers would become equally sig-

nificant. As studied in the past the collision of the proton, particularly at a lower energy in

the medium the shockwaves of supernova play a significant role in biological interest in

ISM. And in such collisions center of mass energies far greater than 50 eV are expected

and experimentally observed. Therefore we conclude in spite of being of the much lower

population in ISM, isoquinoline might play a significant role as quinoline.

7.5 Metastable Decay Dynamics of PANHs upon HCN

Loss

Earlier studies have focused on understanding the product formation from neutral and

mono-cationic PANHs [181]. However, the product formation from dicationic PANHs

(present in interstellar medium) species has received far less attention. Moreover, under-

standing the dissociation of these metastable states may give us a hint regarding how the

association reactions could have progressed to form these intact dications. Thus, to under-

stand the mechanisms involved in the metastable dicationic species, simplest of PANHs

quinoline (C9H7N) (and its isomer isoquinoline (C9H7N)) have been chosen. Even though

the loss of C2H2 or HCN is feasible from these species, it has been shown that HCN is

energetically favorable. In this article, we report metastable intermediate states that could

be involved in the formation of C7H
+
3 , which belongs to C2n+1H3 class and unlike their

analogs C3H3 and C5H3 less explored. We report C7H
+
3 from quinoline and isoquinoline

through an intermediate C8H
2+
6 which possess a metastable state.

quinoline/isoquinoline → C8H
2+
6 +HCN (7.3)

C8H
2+
6 → CH+

3 + C7H
+
3 (7.4)

Earlier reports have obtained C8H
2+
6 in the time of flight spectrum [182] since only a

single hit information is obtained, it was attributed to be a stable species. Field et al. [183]

have shown that the intensity variation of the difference of the time of flight(TOF) of the
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Figure 7.8: Top: The tail structure shown is formed when lifetime of parent C8H
2+
6 has

lifetime comparble to the time of flight of the fragments. Bottom: Shows the experimen-
tal intensity distribution as the function of ToF difference.

two ions in the tail region can give us a quantitative estimate regarding the lifetimes of the

metastable species as shown in Eqn 7.5.

I(t2 − t1) = Aexp(−m1 +m2

m1−m2

t2 − t1
2τ

) (7.5)

Here, m1 and m2 denote the mass of the two fragments the metastable state is disso-

ciating into, τ denotes the lifetime. This function is fit [see Appendix C for the code] to

obtain the time difference in ToF. This function is fit (red line in Figure 7.8) with Eqn 7.5

giving lifetime (τ ) of C8H
2+
6 as ∼=75ns. It should be noted that the C7H

+
3 molecule and

its isomers are linear in their ground state. Moreover, removal of CH+
3 is not energetically

favored from the ring structures of C8H
2+
6 .
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Chapter 8

Conclusion and Future Scope

Electron impact ionization of atoms and molecules is one of the most basic processes

in physics, with fundamental applications in different areas like astrophysics, plasma

physics, fusion physics, surface science, etc. Recent theoretical and experimental investi-

gations have greatly contributed to the understanding of the scattering processes. Single

and double differential electron emission cross sections are very vital in understanding

the nature of the atomic and molecular state, and their interactions in nature. Sensitive

nature of electron energy and angular distribution measurement puts several stringent re-

quirements on the development of experimental setup. Moreover, the complexity of vari-

ous excitation processes demands very advanced theoretical models to interpret the data.

Complementary information on the mass of recoil ions generally improves the fidelity of

the measurement but brings in its own stringent requirements. As one probe from atomic

target to di or tri-atomic molecules the complexity in the measurements increases and this

type generally titled as PEPICO for photon projectile and e, 2e for electron impact, which

grows substantially. This is mainly due to complex nature of molecular wavefunction and

the requirement to capture the recoil ion mass as well as momentum information accu-

rately to complete the picture. Thus the experimental setups for such measurements are

quite elaborate and complex to design and build.

For larger molecules, the recoil ion momentum measurement becomes impractical

due to their large mass and numerous fragmentation channels. But the electron emission

cross-sections in correlation with mass brings in very elucidating details of the molecular

properties. The main goal of the present work was to establish a system with capabilities

to perform electron spectroscopy and recoil ion mass spectrometry in coincidence, spe-

cially tuned for large molecular targets. PAHs are the focus of this development due to

their very intriguing behavior and their importance in nature. The astronomical signifi-

cance of PAHs and PANHs can be assessed and understood only in the light of molecular

structure and dynamics of individual PAHs or PANHs. The size of the family of PAHs



and PANHs compels us to perform molecular physics investigations on a few represen-

tative molecules and extend the understanding to the full spectrum of PAHs and PANHs.

Considering large time scales of the order of millions of years, molecular dynamics is

dominated by statistical dissociation processes. In such studies, it becomes extremely

important to have an extensive quantum chemical structure calculation supported equally

complex experimental apparatus.

As part of this work, an electron-ion coincidence experimental set-up was built. The

development work involved full design fabrication and testing of the vacuum system and

components hardware. Paralelly, full electronics, partly using modular electronics units

off the shelf and partly by complete design and fabrication of vital electronics, was es-

tablished. The pulsing techniques, as well as data acquisition for electron-molecule in-

teraction with energy selective secondary electron-ion coincidence study, was then tested

in various operational modes. The setup was then used to probe C2H2/HCN evaporation

process in naphthalene and two of its nitrogen-containing derivatives under high-energy

electron impact. These measurements were used to assess the rate of structural randomi-

sation vis-a-vis HCN evaporation process. These results are of vital importance in un-

derstating the C2H2 and HCN population in ISM since they play an important role in

astrobiological modeling. The results were complemented with the proton impact studies

in the same velocity range. The results were compared to two ionizing modes, electron

transfer, and electron emission mode. The work also took into account the plasmon con-

tribution in all the cases.

8.1 Instrumentation and Setup Development

Setup was developed using SIMION8.0 simulations and the whole hardware was designed

as a modular unit with high mobility and flexibility. This is needed since the full strength

of the system can be realized with the angular distribution of the emitted electron mea-

sured using PSD. But this can be done only with photon impact which needs synchrotron

radiation source (SRS). Hence the setup can be transported to an SRS beam line and can

be used. The setup has several modes including a high mass resolution reflectron mode for
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future use. A modular electron gun is built from cathode ray tube CRT of black and white

television unit as an excitation source. Separate deflection and beam shaping electrodes

are constructed by understanding the geometrical parameters from the simulation. The

electron gun performance is tested with the different operation mode of the gun, afocal,

broad, and zoom beam mode. In such type of e, 2e systems, the pulsing of high voltage

plays a very important role. Hence two types of pulsing units were developed using com-

mercial off the shelf power MOSFETs as part of this work. A single polarity high voltage

pulser in which a pair of fast power MOSFETs triggered in synchronism for switching

the electron beam ON or OFF was used. For the extraction of the molecular ion from the

interaction region, a bipolar pulser is used which is a pair of switches working in synchro-

nism but of opposite polarity. Both the switches were tested for the mass spectrometric

and the possible electro-optic switching applications.

Multi-coincidence measurements invariably require a complex pulse processing and

logic. Moreover, in this works the logic including the complex pulsing sequence of HV

units to pulse the electron beam and pulse the mass spectrometer. The whole pulsing and

processing sequence was realized as a part of this work. Moreover, the pulsing sequence

was made modular to use the setup in different modes. A complete pulse processing and

DAQ system were also developed as a part of this work.

8.2 Calibration and Testing

To understand the operating parameters the spectrometers were calibrated. For the cal-

ibration of CMA, the known Auger electrons were used, and the calibration graph was

drawn for the detected electron as a function of the voltage applied to the CMA. The

DDCS spectra of various atoms and molecules as a preliminary test. The position of

Xenon secondary electron with a PSD at the focal point as well as away from the focal

point of the CMA was shown to demonstrate the energy and angular distribution.

A similar calibration curve is drawn for ToF with Xenon ion, up to a charge state

of Xe6+. ToF spectra of various atoms and molecules are shown as the preliminary test

results. The ToF unison with CMA was tested for the energy selective secondary electron-
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ion coincidence measurement by using Xenon and naphthalene as the test sample.

8.3 Investigation of Structural Effects in Napthalene and

its Derivatives

The DEToF technique was implemented to investigate the time scales of fragmentation

channels of the target molecules, and this technique is used to separate the fast and slow

decay channels after electron impact. A detailed analysis of HCN loss showed identical

time scales in quinoline and isoquinoline but nearly twice the yield in favor of isoquino-

line. All these results were correlated with Arrhenius decay constant, internal energy and

plasmon excitation energy.

Structural stability of this class of molecules is studied using electron as well as pro-

ton as the projectile by separating statistical and non-statistical decay channels. It is

observed that in the case of electron impact at high velocity, as expected, the internal en-

ergy deposited to the molecule on an average is less and therefore the number of times

C2H2/HCN loses is also decided by the structure, whereas structural alteration plays a

very limited role. But in proton impact or at a lower velocity charge particle interac-

tion, as expected, the internal energy deposited is more and therefore there arises more

structural randomization. Now this work warrants even further exploration of a continu-

ous variation of very low energy proton and very high energy proton as well as very low

energy electron studies. To confirm this, due to practical difficulties, experiments could

not be done with very high energy proton impact as well as very low energy electron

impact, as both require a different machine. The metastable state of intermediate C8H
2+
6

in naphthalene, quinoline and isoquinoline after C2H2/HCN loss was explored by us-

ing time-of-flight technique under proton impact. The similarities and differences in the

structural properties of three molecules of PAHs and PANHs through theoretical calcula-

tion and a conclusion of the experimental results were drawn with the help of quantum

chemistry calculation performed using HF method. This work has identified a method

to study the structural randomization depending upon the internal energy of the molecule

and a clear signature of the same has been seen in the case of naphthalene, quinoline, and
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isoquinoline.

8.4 Future Scope

The electron-ion coincidence experimental set-up will be used with time-of-flight mass

spectrometer in reflectron mode for mass resolution improvement. In addition, a parallel

plate analyzer will be used for energy loss measurement of the projectile beam. By doing

this kind of measurement we will be knowing the energy deposition to the target under

charge particle collision and the following decay processes can be known. So a com-

plete energetic study of the target molecule is possible. The experimental setup is made

compact and modular, and it can be transported to facilities like synchrotron, high-energy

ion source, free electron laser etc. for future experiments. For a complete understanding

of PAHs and PANHs class of molecule, this study can be continued to other molecules

apart from naphthalene and its two nitrogen derivatives. It will be a unique method and

this work can be extended to more complex and important systems like biomolecules,

aggregates, and clusters.
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Appendix A

LUA Program Code Used in SIMION8.0 for Time

Varying Electric Field

simion.workbench_program()

adjustable switch_time = 17

adjustable plate_voltage = 10

functionsegment.tstep_adjust()

if ion_time_of_flight < switch_time then

ion_time_step = min(ion_time_step, switch_time- ion_time_of_flight)

end

end

functionsegment.fast_adjust()

if ion_time_of_flight < switch_time then

adj_elect02 = plate_voltage

else adj_elect02 = 0

end

end

do

functionsegment.other_actions()

if switch_time == ion_time_of_flight then

sim_update_pe_surface = 1

end

end

end



Appendix B

Arduino Program for Electron Spectrometer Operation

and DAQ Automation

// Set ’TOP’ for PWM resolution. Assumes 16 MHz clock.

const unsigned int TOP = 0xFFFF; // 16-bit resolution. 244 Hz PWM

// const unsigned int TOP = 0x7FFF; // 15-bit resolution. 488 Hz PWM

// const unsigned int TOP = 0x3FFF; // 14-bit resolution. 976 Hz PWM

// const unsigned int TOP = 0x1FFF; // 13-bit resolution. 1953 Hz PWM

// const unsigned int TOP = 0x0FFF; // 12-bit resolution. 3906 Hz PWM

// const unsigned int TOP = 0x07FF; // 11-bit resolution. 7812 Hz PWM

// const unsigned int TOP = 0x03FF; // 10-bit resolution. 15624 Hz PWM

define pwmPin 9

long pulseCount = 0;

float inputVoltage = 0;

float delayTime = 120;//Delay time in seconds

void PWM16Begin()

// Stop Timer/Counter1

TCCR1A = 0; // Timer/Counter1 Control Register A

TCCR1B = 0; // Timer/Counter1 Control Register B

TIMSK1 = 0; // Timer/Counter1 Interrupt Mask Register

TIFR1 = 0; // Timer/Counter1 Interrupt Flag Register

ICR1 = TOP;

OCR1A = 0; // Default to 0

OCR1B = 0; // Default to 0



// Set clock prescale to 1 for maximum PWM frequency TCCR1B |= (1 « CS10);

// Set to Timer/Counter1 to Waveform Generation Mode 14: Fast PWM with TOP set

by ICR1

TCCR1A |= (1 « WGM11);

TCCR1B |= (1 « WGM13) | (1 « WGM12) ;

void PWM16EnableA()

// Enable Fast PWM on Pin 9: Set OC1A at BOTTOM and clear OC1A on OCR1A

compare

TCCR1A |= (1 « COM1A1);

pinMode(9, OUTPUT);

inline void PWM16A(unsigned int PWMValue)

OCR1A = constrain(PWMValue, 0, TOP);

void setup()

Serial.begin(9600);

PWM16Begin();

// On the Arduino UNO T1A is Pin 9 and T1B is Pin 10

PWM16A(0); // Set initial PWM value for Pin 9

PWM16EnableA(); // Turn PWM on for Pin 9

attachInterrupt(0, handlePulse, RISING); //Connect the pulse counter to pin 2

Serial.begin(9600);

Serial.println(); //Required to start

void loop()

//testingCounts();

//Serial.print statements are for debugging ( except last one )

if(Serial.available())

inputVoltage = Serial.parseFloat();

//Serial.print("Voltage Input: ");
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//Serial.println(inputVoltage,4);

long pwm = (long)(inputVoltage*65535/10);

//Serial.print("Pwm: ");

//Serial.println(pwm);

PWM16A(pwm);

//analogWrite(pwmPin,pwm);

delay(2000);//Required for the voltage output through RC filter to reach steady state

//Serial.println("Output voltage set. Now counting pulses");

//Now start counting pulses

pulseCount = 0;

delay(delayTime*1000); //Total time delay. Pulses are being counted during this time

Serial.print(""); //Required for some reason we dont know

Serial.println(String(pulseCount));

void testingCounts()

Serial.println(pulseCount);

delay(10);

void handlePulse()

pulseCount = pulseCount +1;

MATLAB Code for DAQ:

This sends voltage commands to Arduino for electron spectroscopy experiment, and

receives the counts detected

close all; clear all;

s = serial(’COM8’);

set(s,’BaudRate’,9600);

fopen(s);

V_array = 3.7:0.01:4.3;
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counts_array = 0 ∗ V_array ;

fgetl(s);

fori = 1 : length(V_array)

fprintf(s, num2str(V_array(i)));

pause(20);

counts_array(i) = str2num(fgetl(s));

end

fclose(s);

delete(s);

dlmwrite(�xenon210220171718.txt�, [V_array�counts_array�])
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Appendix C

Function Fit Program for Metastable Decay Life-time

Measurement

float timetochannel=ROOT::TMath::Power(10,-12)*25;

float mass1=15.0;

float mass2=87.0;

float tau=150*ROOT::TMath::Power(10,-9);

float tauchannel=tau/timetochannel;

//(1/(160*1000))*70;

TF1 f2 ( "f2","exp(-(x/[2])*(([0]+[1])/([0]-[1])))" ,45000,68000); //function

f2->SetParameter(0,mass1);

f2->SetParameter(1,mass2);

f2->SetParameter(2,tauchannel);

float constant=f2->GetMaximum();

float counts=68;

TF1 f ( "f","([4]/[3])*exp(-(x/[2])*(([0]+[1])/([0]-[1])))" ,45000,68000); //function

f->SetParameter(0,mass1);

f->SetParameter(1,mass2);

f->SetParameter(2,tauchannel);

f->SetParameter(3,constant);

f->SetParameter(4,counts);
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