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ABSTRACT

Moore’s law, the holy grail of current semiconductor industry, anticipates an approxi-

mate doubling of transistors on integrated circuits every two years. This downscaling

of IC size with concomitant increase in computational powerseemed saturated about a

decade ago, due to the individual transistor size approaching the size of an atom. This

modifies the laws of semiconductor physics as we know it, bringing in tangible quantum

mechanical effects. One of the road ahead for the semiconductor industry is to take into

consideration thespinof the electron along with its electric charge in designing novel,

energy-efficient and non-volatile memory devices and much more. The contemporary

area of technology aimed at accomplishing all these came to be known asspintronics.

In this thesis we approach the device physics of some of the highly sought after spin-

tronic devices using adynamical systemsapproach, which models these devices at a

semi-classical level and study them using a dynamical equation (The Landau-Lifhsitz-

Gilbert-Slonczewski equation). We specifically focus on the current driven dynam-

ics in the spin valve pillar devices, which are the basic GMR cells to be transformed

into a memory cell, a logic gate, or a nano-oscillator. We derive significant results on

two fronts which are potential interests to both academia and industry— magneto-logic

gates, and spin-torque nano-oscillators.

We propose model magneto-logic NOR and NAND gates using a spin valve pillar,

wherein the logical operation is induced by spin-polarizedcurrents which also form the

logical inputs. The operation is facilitated by the simultaneous presence of a constant

controlling magnetic field. The same spin-valve assembly can also be used as a mag-

netic memory unit. We identify regions in the parameter space of the system where

the logical operations can be effectively performed. The proposed gates retain the non-

volatility of a magnetic random access memory (MRAM). We verify the functioning of

the gate by numerically simulating its dynamics, governed by the appropriate Landau-

Lifshitz-Gilbert equation with the spin-transfer torque term. The flipping time for the
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logical states is estimated to be within nano seconds. Further we show that current in-

duced magneto-logic gates like AND, OR and NOT can be designed with the simple

architecture involving a single nano spin-valve pillar, asan extension of our work on

spin-torque-driven magneto-logic universal gates, NAND and NOR.

As another possible application, we propose and mathematically model a system of

two coupled spin-torque nano-oscillators (STNO), one driver and another response, and

demonstrate the synchronization of the response system to the frequency of the driver

system. To this end we use a high-speed operational amplifierin the form of a voltage

follower, which essentially isolates the drive system fromthe response system. We find

the occurrence of 1 : 1 as well as 2 : 1 synchronization in the system, wherein the

oscillators show limit cycle dynamics. An increase in poweroutput is noticed when the

two oscillators are locked in 1 : 1 synchronization. Moreover in the crossover region

between these two synchronization dynamics we show the existence of chaotic dynam-

ics in the slave system. The coupled dynamics under periodicforcing, using a small

ac input current in addition to that of the dc part, is also studied. The slave oscillator

is seen to retain its qualitative identity in the parameter space in spite of being fed in,

at times, a chaotic signal. Such electrically coupled STNOswill be highly useful in

fabricating commercial spin-valve oscillators with high power output, when integrated

with other spintronic devices.
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CHAPTER 1

INTRODUCTION

“We see only what we know."

— Johann Wolfgang von Goethe

The first half of twentieth century saw major advancements inquantum mechanics

which gave rise to band theory of solids and the field of electronics and semiconductor

industry. By mid-twentieth century, the semiconductor industry was catapulted into un-

foreseeable growth by the invention of Integrated Circuits(IC). Intel co-founder Gordon

E. Moore, in his 1965 paper(Moore, 1965), made the observation, which later came to

known as the Moore’s law, that over the history of computing hardware, the number of

transistors on ICs double approximately every two years. This law sets the bench mark

for the semiconductor industry at present and as a result computers are getting smaller

and smaller but their computational powers are getting better and better. It is only a

matter of time before the size of the fundamental constituent of a micro processor, the

transistor, approach nanometres and that of an atom where the laws of semiconductor

physics cease to hold. This would set a fundamental limit to the downsize scalability of

a single transistor. Moreover all the electronic devices rely on one fundamental prop-

erty of electrons—electric charge. Directed motion of charges constitute an electric

current which transport information in a conventional electronic circuit. This results

in the problem of Joule’s heating which is the cause of major energy loss in electronic

circuits.

In the year 1928 British physicist Paul A. M. Dirac wrote downa relativistic wave

equation for electron in free space which underpinned the theory of the intrinsic angular

momentum of the electron calledspin angular momentum. It is surprising to note that

the semiconductor industry, through all its years of glory,ignored the other fundamental

attribute of electron; its quantum mechanical spin. Spintronics (spin-electronics), which

tries to rectify this historical avoidance, makes uses of many spin related physical effects



such as giant magnetoresistance (GMR), spin transfer torque effect (STT), spin hall ef-

fect, etc, to develop a new generation of electronic deviceswhich are free from the limi-

tations suffered by the conventional electronic devices. They also make use of spin cur-

rents, which is the directed motion of electron spins transporting information through a

circuit. A spin current is determined by both the moving direction and the spin polariza-

tion of electrons. In conventional electronic devices the spin orientation of electrons are

completely random and hence exhibit no role in the functioning of the device. Much of

the interest in spin based devices was kindled by the 2007 Nobel price winning work on

GMR by Albert Fert and Peter Grun̈berg(Baibich et al., 1988; Binasch et al., 1989). It is

a quantum mechanical effect observed in ferromagnetic multi-layers with non-magnetic

layers sandwiched between them. When the magnetic moments of the ferromagnetic

layers are parallel, the spin dependant scattering of the carriers is minimized, and the

structure has relatively low resistance. When the moments of ferromagnetic layers are

anti-aligned, the spin dependant scattering of the carriers is maximized, and the struc-

ture has a significantly high resistance. GMR effect can be effectively exploited for

spintronics related applications using a spin valve structure (SV) or Magnetic Tunnel

Junctions (MTJs). MTJs are based on Tunnel Magneto Resistance (TMR) which is an

order of magnitude higher than GMR(Moodera et al., 1998; Ralph and Stiles, 2008).

Spin valves are dedicated GMR systems, in which change in resistance is typically sev-

eral 10’s of percent. The nano spin valve system consists of ametallic spacer layer

sandwiched between two ferromagnetic layers, one pinned using an anti ferromagnetic

layer and the other free. In 1996, two papers by Slonczewski(Slonczewski, 1996, 1999)

and Berger(Berger, 1996, 2001) came out reporting a reciprocal phenomenon of GMR,

called Spin-Transfer-Torque (STT) effect, in which a current flowing perpendicular to

the plane in a magnetic multilayer can exert a torque strong enough to reorient the

magnetization in one of the layers. Information coded in theform of macrospin of the

magnetic layer, considered as a monodomain, is thus amenable to manipulation using

spin-polarized currents(Stiles and Miltat, 2006; Wolf et al., 2006). The extensive the-

oretical and experimental studies on spin valve geometriesthat followed brought into

light two especially important phenomena relevant to magnetic storage technology and

spintronics—current induced magnetization switching andself-sustained microwave

oscillations in the nanopillar or MTJ devices(Myers et al.,1999; Grollier et al., 2001;
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Kiselev et al., 2003; Rippard et al., 2004; Cros et al., 2005;Berkov and Miltat, 2008).

For the purpose of our theoretical and numerical investigations we rely on the spin

valve structures as compared to MTJs because for SVs there exists a well tested the-

oretical model. We delve in detail into the aforementioned theoretical concepts in the

next chapter. Here we introduce the two major research problems, formulated on free

layer magnetization dynamics of the spin valve structure, which will be the focus of our

study in the coming chapters. They can be categorized as follows:

• Spin current induced magnetization switching and STT MRAM/Magneto-logic

gates

• Spin current induced magnetization precession and spin-torque nano-oscillators

(STNOs)

Here we give some background into the existing literature inthe above areas before

outlining, very briefly, our proposals with regard to these two problems. First we turn

our attention to the emerging area of STT MRAMs and logic gates. The aspect ofnon-

volatility, fundamentally inherent in the GMR systems, and the significant reduction

in power consumption had prompted the development of spin-valves as memory de-

vices. The earlier proposals, however, were based on a field induced magnetic switch-

ing(FIMS) approach for writing data, which uses two orthogonal pulses of magnetic

filed to achieve writing. Drawbacks of the FIMS scheme included higher power dis-

sipation due to the relatively large currents needed to produce the required Oersted

fields, and limits on localization of the magnetic field whichhamper selective writing.

Magnetic random access memory (MRAM) models based on current induced magnetic

switching (CIMS), wherein STT phenomenon forms the core, have since been pro-

posed. In November 2012, Everspin technologies (www.everspin.com) introduced a

64Mb DDR3 STT-MRAM in the market demonstrating the narrowing gulf between

academic research and industry follow up in this particularly competitive area.

Apart from the more obvious application as plain memory storage devices, spin

valve based magneto-logic devices have also been attemptedin the recent past. FIMS

based field programmable logic gates using GMR elements wereproposed by Hassoun

et al.(Hassoun et al., 1997), wherein the type of the logical operation to be performed

3



can be altered by additional fields. Further models have alsobeen suggested where

the logical state of the GMR unit is manipulated using FIMS (Richter et al., 2002;

Ney et al., 2003; Ney and Harris, 2005; Wang et al., 2005; Lee et al., 2007). Similar

programmable models based on spin valve magneto-logic devices are also known in

literature(Zhao et al., 2007; Dery et al., 2007). These later models, based on CIMS, in-

volve additional spin-valve elements that together form a single logical unit, or more

than one current carrying plate capable of generating fieldsin orthogonal directions.

Besides, in these models, bi-polar currents were crucial inwriting or manipulating data.

Invariably, this requires a more complex architecture thanis required for a simple mag-

netic memory unit.

Though not as mature as the STT MRAM, another emerging spintronics technol-

ogy is that of spin-torque nano-oscillators (STNOs). The self-sustained oscillations in

nano-pillar devices can be understood in terms of the balance between the torque gener-

ated by the damping forces and the spin transfer torque whichacts in opposite direction

to the former. These STNOs with oscillations in the microwave range (frequency in

GHz) are excellent candidates for oscillators to be integrated into a spintronics moti-

vated architecture. But their appeal is marred by the feebleoutput power from a single

oscillator.

One way of improving the output power is to synchronize several such non-linear

spin torque oscillators. Two different schemes of synchronizing the STNOs are often

considered. In an experiment using electrical nano-contacts at close proximity on the

same mesa, Kaka et.al. (Kaka et al., 2005) showed that a direct spin-wave coupling can

synchronize two STNOs. This scheme has proven to be very fruitful and is replicated in

various experiments(Mancoff et al., 2005; Pufall et al., 2006). Recently attempts have

been made to theoretically explain the spin wave induced coupling, predominantly us-

ing linear spin wave theory(Rezende et al., 2007; Chen and Victora, 2009). Another

effective coupling scheme uses electrically connected STNOs to get them phase locked

to the ac generated by themselves. Following the experimental demonstration of injec-

tion locking of STNOs to applied ac current by Rippard et. al.(Rippard et al., 2005),

it was numerically shown that an array of oscillators electrically connected in series

mutually synchronize in frequency as well as in phase(Grollier et al., 2006). The cou-
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pling was due to the microwave component of the common current flowing through

the oscillators. This and similar coupling schemes have been explored extensively in

the literature ever since(Persson et al., 2007; Georges et al., 2008; Tiberkevich et al.,

2009; Zhou et al., 2009; Urazhdin et al., 2010; Dussaux et al., 2011; Li et al., 2012).

This way of augmenting power by an array of electrically connected phase coherent

oscillators, once realized, may prove to be a great milestone towards a nano scale os-

cillator with useful power output. Analytical as well as numerical studies of the syn-

chronization effects in STNOs subject to microwave magnetic fields also appear in the

literature(Bonin et al., 2010; Subash et al., 2013).

Figure 1.1: Schematic representation of the active region of a spin valve pillar

in the current-perpendicular to-plane (CPP) configuration. It has a

trilayer structure with a non-magnetic metallic layer (spacer) sand-

wiched between two ferromagnetic layers, (pinnedlayer andfree

layer.

J. C. Slonczewski in his 1996 paper estimated the torque due to transfer of spin

angular momentum in now standard SV structures. This structure contains two ferro-

magnetic layersF1 andF2 separated by a non-ferromagnetic (NM) spacer layer1.1. The

F1 layer is thick enough to be considered having a fixed magnetization (M 1) which spin

polarize the injected direct current through the device. Onthe other hand the thin free

layer allows the magnetization (M 2) to be easily movable by the current. This transfer

of spin angular momentum can be treated as a torque acting ofM 2 by the spin cur-

rent. Slonczewski derived an expression for this spin transfer torque (STT) in magnetic
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multi-layers assuming ballistic conditions and using WKB approximation(Slonczewski,

1996). The expression for time variation of free layer magnetization,M 2, due to STT

is given below(Cros et al., 2005).

dM 2

dt
= −PtransvM 2 × (M 2 × M 1) , (1.1)

This term is added to the Landau-Lifshitz-Gilbert equationof magnetism to model most

of the physical effects related to free layer magnetizationin the GMR tri-layers (detailed

account of this equation is given in chapter 2 and in appendixA). This is known as the

Landau-Lifshitz-Gilbert-Slonczewski (LLGS) equation. Adimensionless form of the

LLGS equation is given below:

∂m
∂t

− αm ×
∂m
∂t

= −m × Heff , (1.2)

where

Heff =

(

heff − β
m × ep

1 + cpm · ep

)

.

The free-layer magnetizationm and the effective fieldheff are normalized by the satu-

ration magnetizationMs. Time is measured in units of(γMs)
−1, whereγ is the gyro-

magnetic ratio. The constantα is the damping factor and unit vectorep is the direction

of pinning. The other constantcp (1/3 ≤ cp ≤ 1) is a function of degree of spin polar-

ization. Refer to section 2.7 for a detailed discussion on LLGS equation and the types

of dynamics admitted by it.

We use the dynamical systems approach which abstracts the free layer magnetiza-

tion dynamics of the SVs using the LLGS equation. We expect very rich and interesting

dynamics from such a system including limit cycles, quasi periodicity and dynamical

chaos. While the research in the materials science front focusses on improving the prop-

erties of existing magnetic materials used in spintronics devices, and condensed matter

theory on studying various spin system models, we focus on applying generic ideas and

tools of non-linear science into the nano-spin system represented by the LLGS equation.

Here we outline the major results obtained from our studies pertaining to the two

broad spintronics areas mentioned above. Regarding the STTbased logic gates, we have
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proposed a new model magneto-logic design and numerically verified its functionality.

To this end we studied in detail the control space dynamics ofthe LLGS equation and

identified several dynamical regimes of potential interest. We studied the geometry of

fixed points and how certain exchange of stability bifurcations can be effectively utilized

for designing a spin logic gate. The work can be divided into two segments.

1. We propose model magneto-logic universal gates (NOR and NAND) using a spin

valve pillar, wherein the logical operation is induced by spin-polarized currents

which also form the logical inputs. The operation is facilitated by the simulta-

neous presence of a constantcontrolling magnetic field. The same spin-valve

assembly can also be used as an STT MRAM(Sanid and Murugesh, 2012).

2. We show that current induced non-universal magneto-logic gates like AND, OR

and NOT can be designed with the simple architecture involving a single nano

spin-valve pillar(Sanid and Murugesh, 2013). This work rectifies a redefinition

problem in the earlier work of universal gates which could have created some

fabrication problems.

The new model of STT based logic gates have the following noteworthy features:

1. The MRAM/Magneto-logic gates arenon-volatile.

2. The architecture is simple compared to other proposed models, requiring only a

single GMR element for its operation.

3. The logic is programmable. For example a NOR gate can be turned into a NAND

gate by reversing the polarities of the control field as well as the spin current.

4. Switching time of the logic states is within a nano second.

5. Same spin-valve can act as a STT MRAM and STT logic gate in our model.

6. Model is shown to be robust with respect to some key parameters.

Turning to the second major area of exploration, the spin-torque nano-oscillators

(STNOs), we successfully applied many ideas from the theoryof synchronization of
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non-linear oscillators producing important and far reaching results. The work again can

be divided into two segments.

1. We propose and mathematically model a system of two coupled STNOs, one

driver and another response, and demonstrate the synchronization of the response

system to the frequency of the driver system. To this end we use a high speed

operational amplifier in the form of a voltage follower whichessentially isolates

the drive system from the response system. We find the occurrence of 1:1 as well

as 2:1 synchronization in the system, wherein the oscillators show limit cycle

dynamics. An increase in power output is noticed when the twooscillators are

locked in 1:1 synchronization. Moreover in the crossover region between these

two synchronization dynamics we show the existence of chaotic dynamics in the

slave system(Sanid and Murugesh, 2014).

2. We study the coupled dynamics under periodic forcing, using a small ac input

current in addition to that of the dc part, in the master-slave scenario and demon-

strate a prominent shift of the chaos regions towards low spin-current side due to

coupling, and controlled by a load resistor. The slave oscillator is seen to retain

its qualitative identity in the parameter space in spite of being fed in, at times,

a chaotic signal. We also demonstrate the little or no effectof time delay in the

coupled dynamics(Sanid and Murugesh, 2014).

Such electrically coupled STNOs will be highly useful in fabricating commercial

spin-valve oscillators with high power output, when integrated with other spintronic

devices.

An outline of the contents of the rest of the thesis is given below:

Chapter 2 is devoted to introducing various concepts in the area of magnetism

and spintronics, needed to follow the core work of the thesis—Spin logic gates and

spin torque nano oscillators. This includes fundamentals of ferromagnetism in solids,

a phenomenological understanding of the giant magnetoresistance (GMR) effect, the

idea of spin-transfer-torque (STT), spin valve pillars etc. We also present in this chap-

ter the Landau-Lifshitz-Gilbert-Slonczewski (LLGS) equation and various dynamical
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regimes admitted by the equation using a dynamical systems approach. We also present

some fundamental technological concepts needed to understand the spintronics applica-

tions of our studies. This includes the concept of field induced magnetization switching

(FIMS) and current induced magnetization switching (CIMS). Finally we give a sim-

plified working principle of a magnetic random access memoryor MRAM.

Chapter 3 is devoted to spin logic gates. In this chapter, after a quickreview of

existing literature on the topic, we go into the detailed exploration of novel STT driven

magneto logic gate designs (universal as well as non-universal), which are both simple

and intuitive compared to the existing designs.

Chapter 4 is devoted to spin torque nano oscillators. In this chapter,after a quick

review of existing coupling schemes, we study the various types of synchronization as

well as chaotic dynamics a drive-response coupling of two STNOs can bring about. To

this end, we propose a coupling using a high speed operational amplifier (Op Amp),

which acts like a voltage follower.

Chapter 5 concludes the thesis with some brief remarks placing the work in a

broader perspective. We also list several directions current research in the area can

take.
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CHAPTER 2

REVIEW OF NONLINEAR MAGNETIZATION

DYNAMICS AND SPINTRONICS

“One can still say that quantum mechanics is the

key to understanding magnetism. When one enters

the first room with this key there are unexpected

rooms beyond, but it is always the master key that

unlocks each door"
— John H. Van Vleck

2.1 Introduction

In this chapter we piece together various concepts needed tofollow the studies presented

in the coming chapters. This includes fundamentals of ferromagnetism in solids, a phe-

nomenological understanding of the giant magnetoresistance (GMR) effect, the idea of

spin-transfer-torque (STT), spin valve pillars etc. We also present in this chapter the

Landau-Lifshitz-Gilbert-Slonczewski (LLGS) equation and various dynamical regimes

admitted by the equation using a dynamical systems approach. Some fundamental tech-

nological concepts, needed to understand the spintronics applications of our studies, get

some focus towards the end of the chapter. This includes the concept of field induced

magnetization switching (FIMS) and current induced magnetization switching (CIMS).

Finally we give a simplified working principle of a magnetic random access memory

or MRAM. We will build on the materials presented in this chapter in the subsequent

chapters on spin logic gates and spin torque nano oscillators (STNO).



2.2 Basics of ferromagnetism in solids

When an electron system gets spontaneously spin polarized we have ferromagnetism

in action. In transition metals it is a result of complex interplay between exchange

interactions, which tend to align spins, and inter atomic hybridization, which tends to

reduce the spin polarization. Qualitatively the phenomenon of ferromagnetism can be

understood as follows. While filling the nearly degenerate orbitals of isolated atoms

with electrons one goes by the Hund’s rule, according to which one fills in electrons

with spin in same direction into partially filled atomic orbitals before adding electrons

with opposite spin. It is the Pauli exclusion principle and subsequently the quantum

mechanical exchange interaction that explains the energy gain purported by the Hund’s

rule. Hence all isolated atoms with partially filled atomic orbitals have non-zero spin

moments. Sometimes non-zero values of orbital angular momentum can contribute to

the magnetic moments of isolated atoms.

In the case of solids the orbitals of individual atoms hybridize to form bands. This

suppresses spin polarization owing to two reasons:

1. Hybridization breaks the spherical symmetry of the nuclear central potential thereby

quenching orbital component of total magnetic moment.

2. Band formation adds a kinetic energy cost associated withmoving electrons from

lower energy filled band states to higher-energy free band states.

The end result is that most of the solids are not ferromagnetic. An important exception is

solids with tightly bound4f -orbitals which act more or less like isolated atomic orbitals.

Here the hybridization is weak and the material does become spin polarized. In this

thesis we primarily deal with thin films made up of transitionmetal or transition metal

alloys which are ferromagnetic. The mechanism for spin polarization here is the strong

exchange splitting of bands. Transition metal ferromagnets have strong hybridization

too, but the strong exchange splitting stabilizes the spin-polarized state by generating

a self-consistent shift of the majority-electron-spin band to lower energy as compared

to the minority-electron-spin band. This more than compensates for the kinetic energy

cost incurred during spin polarization.
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2.3 Models of ferromagnetism and the Giant Magne-

toresistance (GMR) effect

In this Section we very briefly brush through various models developed to explain the

ferromagnetism in solids followed by a phenomenological explanation of the giant mag-

netoresistance (GMR) effect. The GMR effect is of central importance to the devices

we are going to model and analyse later in the thesis. The pre-eminent method of

analysis is the density functional theory (DFT) with local spin density approximation

(LSDA) which captures much of the essential features of ferromagentism in solids.

Here the ground state properties of a system is expressed as functionals of the ground

state electron density; i.e., they are determined by the a knowledge of the density

alone(Jones and Gunnarsson, 1989). The total energy can be expressed in terms of such

a functional. Apart from DFT, there are two other simplified models which can be used

to explain certain features of ferromagentism in solids—The free electron stoner model

ands− d model. For our purposes here it is sufficient to understand that all these mod-

els invoke exchange splitting in some way or the other and hence a downward shift of

majority-electron-spin band states relative to that of minority-electron-spin band states.

As an example we shown the majority-electron-spin and minority-electron-spin band

structure of cobalt, as calculated using LSDA(figure (2.1)).

For conductors like copper, the Fermi levels lie within thesp-band and thed-band is

completely filled. In the case of transition metal ferromagnets like cobalt, nickel or iron

the partially filled3d band is split, as it contains a different number of electronswith up

and down spins. Therefore, the density of states at the Fermilevel (F ) is also different

for electrons with up and down spin. The Fermi level for majority-spin electrons is

located within thesp band, and they conduct as in non-magnetic metals. For minority-

spin electrons thespandd bands are hybridized, and the Fermi level lies within thed

band. The hybridizedspd band has a high density of states (as shown in figure (2.1)),

which results in stronger scattering and thus shorter mean free path,λ, for minority-spin

than majority-spin electrons. This is the origin of ‘spin-dependant transport’ in ferro-

magnetic materials(Ralph and Stiles, 2008). This also brings about spin-polarization in

magnetic thin films and makes them goodspin filters, a concept used in the construction
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(a) Cobalt majority-spin-electron band (b) Cobalt minority-spin-electron band

Figure 2.1: Model band structure for ferromagnetic face-centered cubic (fcc)

Cobalt as calculated by LSDA.Γ is the Brillouin zone center. The

3d band is split, as it contains a different number of electronswith

up and down spins. Therefore, the density of states at the Fermi

level (F ) is also different for electrons with up and down spin. The

vertical axis is energy in eV.

of spin valves, since electrons ‘remember’ the direction ofspin within spin relaxation

length or spin diffusion length (which can be much larger than the mean free path). For

example, consider the Co/Cu multilayer and let electrons incident from Co layer onto

the Cu layer. The majority-spin electrons entering to Co layer have a greater probabil-

ity to be transported through Co film than the minority-spin electrons (since they have

a shorterλ in Co). Therefore the current transmitted through Co layer in a Co/Cu/Co

device will be partially spin-polarized in the majority-spin direction, while the current

reflected from the Co layer will be partially polarized in theminority-spin direction.

Since a spin-polarized current persists in a non-ferromagnetic material on the scale of

spin diffusion length,∼ 100nm in Cu, when two Co layers (with the direction of mag-

netization of the second layer parallel to that of the first) in the Co/Cu/Co trilayer are

spaced closer than this length, majority-spin electrons easily pass through the whole

structure resulting in a over all low resistance. This is true even though the minority

carriers are scattered strongly through out the structure.That is to say that the majority

electrons ‘short out’ the structure giving an overall low resistance. When the Co layers

in the Co/Cu/Co trilyer have anti-parallel magnetizations, both majority and minority

electrons undergo scattering, in one layer or the other, giving the structure a relatively

high resistance. This is the celebrated GMR effect(Baibichet al., 1988; Binasch et al.,
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(a)

(b)

Figure 2.2: (a) First observation of GMR on Fe(001)/Cr(001)multilayers pre-

pared by molecular beam epitaxy at 4.2K. MR = 80% for Fe

3nm/Cr 0.9nm multilayerBaibich et al. (1988). (b) The schematic

of trilayer structure showing the spin dependant transportand the

phenomenon of GMR.

1989). The ideas discussed thus far are expressed schematically in the figure 2.2(b). It

is worth noting that in the case of Cr/Fe multi-layers in which the GMR was originally

discovered, it is the minority-spin-electrons which get transmitted with less scattering

and the majority-spin-electrons are scatted strongly(Vouille et al., 1999; Bass and Jr.,

1999). The resistance change associated with GMR effect is quantified using the GMR

ratio, which is defined asMR = RAP−RP

RP
× 100. This can be several 10’s of percent

in a typical metallic trilayer structure as shown in figure 2.2(a) (Baibich et al., 1988;

Chappert et al., 2007).
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2.4 Spin valves (SV) and Magnetic tunnel junctions (MTJ)

Early works on GMR were based on so called current-in-plane (CIP) geometry, in which

current flows in the plane of the multilayer sample. In the current-perpendicular to-

plane (CPP) geometry, which is considered in this thesis, current flows perpendicular

to the magnetic multilayer giving larger GMR ratio(Bass andJr., 1999). Spin Valves

(SV) are essentially the GMR trilayer sandwiches in CPP configuration in which the

magnetization of one of the layers inpinned, either by making it thicker or by using

additional layers which anti-ferromagnetically couple with the pinned layer and fix its

magnetization in some direction. For the sake of ensuing discussions we shall label this

layer asF1 and its fixed magnetization asM 1. This layer acts as a spin polariser. On the

other hand the second ferromagnetic layer, calledfree layer which is separated fromF1

using a thin non-magnetic conducting layer, is thin and its magnetization can be altered

in response to either magnetic field of spin current. This layer is labelled asF2 and its

magnetizationM 2. A schematic of the SV pillar is shown in the figure (2.3).

Figure 2.3: Schematic representation of the active region of a spin valve pillar

in the current-perpendicular to-plane (CPP) configuration. It has a

trilayer structure with a non-magnetic metallic layer (spacer) sand-

wiched between two ferromagnetic layers, (pinnedlayer andfree

layer. In the actual device there may be additional layers provid-

ing metallic contact for passing currents or for providing the anti-

ferromagnetic coupling to enhance the pinning.
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We will be mostly focussing on spin valves for our studies. But it is important to

introduce magnetic tunnel junctions (MTJ) at this point because of their much higher

tunnel magnetoresistance (TMR) as compared to the standardGMR(Moodera et al.,

1995). MTJ has essentially the same structure as that of a spin valve pillar except that

the non-magnetic metallic spacer layer has been replaced with a thin non-magnetic in-

sulating layer. In this configuration electrons tunnel fromone ferromagnetic layer to the

other conserving their spin in the process. Earlier designsused an amorphous Al2O3 in-

sulating layer with TMR clocking 70% at room temperature. Much higher TMR rations

were later obtained using a MgO (100) tunnel barrier(Parkinet al., 2004; Yuasa et al.,

2004). We focus primarily on SV because of the existence of a well tested theoretical

model for their free layer magnetization dynamics. But mostof the results we derive

for SV can be easily extrapolated to MTJ as there exist a closeresemblance between

the functioning of both the devices. This is to be expected since, notwithstanding the

difference in mechanism by which spin-polarized current isinjected into the free layer,

the interaction of spin current with the free layer magnetization is indeed given by the

LLGS equation. In Section 2.9 we will take a closer look at theSV/MTJ based mag-

netic random access memory (MRAM) designs before going intoa detailed exploration

of spin logic gates in the next chapter.

2.5 Micromagnetics

In order to describe the equilibrium magnetization configuration of a ferromagnet or the

magnetization dynamics under the influence of an external magnetic filed or spin cur-

rent we must take the spatial in-homogeneity of magnetization into consideration. Mi-

cromagnetics is a phenomenological description of magnetism on a mesoscopic length

scale which models such non-uniformities in an approximatemanner. Micromagnetics

is useful because, for most practical uses, the length scaleof the problem is much larger

than that of the atomic scale. So a description based on individual atomic moments

becomes impractical, and to a good extent unnecessary.

Micromagnetics is a continuum theory, which is highly non-linear in nature and

includes effects on different spatial scales, such as shortrange exchange forces and
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long-range magnetostatic effects. The state of the ferromagnet is described by a differ-

entiable vector fieldM(r , t), which represents the local magnetization at every spacial

grid point inside a ferromagnet. Below Curie temperature, the ferromagnet gets spon-

taneously magnetized owing to the strong exchange interactions. I.e., the magnitude of

the local magnetization vector at each point inside the ferromagnet becomes equal to

the saturation magnetization at the given temperature T. Inmicromagnetics theory this

is taken into account by imposing the ‘fundamental micromagnetic constraint’:

|M(r , t)| =Ms (2.1)

In a paramagentic or diamagnetic mediumM(r , t) will be proportional to the magnetic

field B. For a ferromagnetic medium the relationship betweenM andB is given by:

B = µ(H + M) (2.2)

WhereH is the demagnetizing field inside a ferromagnet, henceforthdenoted byHdemag.

The vector fieldM(r , t) represents, in general, a non-uniform magnetization. At equi-

librium, however, the spatial distribution ofM(r , t) is such that the corresponding

Gibbs-Landau free energy is minimized(Bertotti et al., 2009). This is a functional of

M(r , t) and external magnetic fieldHext (temperature dependence is suppressed since

a temperature uniform in space and constant in time is assumed in the subsequent dis-

cussions). This micromagnetic free energy can be expressedas a sum of contributions

arising out of different material properties and phenomena. For our purposes the fol-

lowing contributions are considered:

1. Exchange energy: Penalizes non-uniformities in the magnetization orientation.

2. Anisotropy energy: Penalizes magnetization orientation not along (either parallel

or anti-parallel) the direction of crystal easy axes.

3. Magnetostatic energy: Energy of interaction with the demagnetizing field inside

a ferromagnet. Penalizes uniform orientations.

4. Energy of interaction with external magnetic field: Penalizes magnetization ori-

entations not parallel to the direction of applied field
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The magnetostatic field,Hdemag is determined by solving the pair of magnetostatic

Maxwell’s equations, subject to appropriate boundary conditions:

∇× Hdemag = 0, ∇ · Hdemag = −∇ · M . (2.3)

A graphical idea of the competing energies can be derived from figure (2.4). As can

be seen from the figure, exchange energy is high for disordered magnetic configura-

tions compared to the ordered ones (figure 2.4 (a)). Anisotropy contribution is more

for magnetization orientations not along one of the easy axes (figure 2.4 (b)). Magne-

tostatic energy is more for uniform magnetizations as compared to the non-uniform

ones (figure 2.4 (c)). Interaction energy with the external field is minimum if the in-

dividual magnetization vectors align in the direction of the field and is high otherwise

(figure 2.4 (d)). It is mainly due to the competition between the short range exchange

field and the long range magnetostatic field that the spatially extended ferromagnets

develop internal domains instead of getting uniformly magnetized even below Curie

temperature.

Incorporating all the above energies, the Gibbs-Landau free energy,GL, for a ferro-

magnet occupying a regionΩ can be written as the following volume integral(Bertotti etal.,

2009):

GL[M(r , t);Hext)] =

∫

Ω

[

A

M2
S

(

(∇Mx)
2 + (∇My)

2 + (∇Mz)
2)

+fan(M)−
µ0

2
M · Hdemag − µ0M · Hext

]

dV (2.4)

Where the terms in the R.H.S of the equation (2.4) appear in the same order as enumer-

ated before. The constantA is the exchange stiffness constant, typically of the order of

10−11 J m−1. fAN(M) describes crystal anisotropy effects.Hext is the external applied

field and which is a given vector valued function.
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Exchange energy(a) Anisotrpy energy(b)

(c) Magnetostatic energy External field interaction energy(d)

Applied field
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Easy axis

Figure 2.4: Simplified graphical depiction of competing energies making up

the Gibbs-Landau free energy. ‘Low’ and ‘High’ suggest low and

high contribution of the corresponding term to the free energy.

2.6 The Landau-Lifshitz-Gilbert equation

Once an external field is given, in order to find equilibrium magnetization states we need

to find the extrema of the free energy functional with respectto arbitrary variations of

the vector fieldM(r) subject to the micromagnetic constraint (equation (2.1)).The

variations, denoted byδGL, is given by:

δGL = −µ0

[
∫

Ω

Heff · δM dV −
2A

µ0M2
s

∮

Σ

∂M
∂n

· δM dS

]

, (2.5)

where theΣ is the surface of the ferromagnet and∂/∂n is the normal derivative atΣ.

We define the effective field,Heff , as:

Heff = Hext + Hdemag + Han + Hexchange , (2.6)
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where the anisotropy field,Han and the exchange field,Hexchange is obtained from the

corresponding energy terms in the Gibbs-Landau free energy.

Han = −
1

µ0

∂fan
∂M

, Hexchange =
2A

µ0M2
s

∇2M (2.7)

The variations in free energy with respect to arbitrary variationsδM consistent with

constraint (2.1) should vanish at equilibrium; i.e.,δGL = 0. This yields the Brown’s

equation(Bertotti et al., 2009):

M × Heff = 0, (2.8)

∀ points inΩ. The physical content of the Brown’s equation is that, at equilibrium, the

local torque experienced by the magnetization due to the effective field at each point

inside the ferromagnet is zero. WhenM × Heff 6= 0, the magnetization is not at

equilibrium and will evolve according to some dynamical equation. Such an equation,

first proposed by L.D. Landau and E.M Lifshitz in 1935, was based on the idea that the

magnetization vectorM(r , t) precess around the effective field when pushed away from

equilibrium. We follow T. L. Gilbert here(Gilbert, 2004) toprovide a derivation of the

Landau-Lifshitz equation without the dissipation term.

From classical mechanics we know that the rate of change of angular momentum,

L , of a rigid body is equal to the net torque (T) acting on it.

dL
dt

= T. (2.9)

Equation (2.9) remains valid in quantum mechanics whenL andT are reinterpreted

as operators in a Hilbert space. Further it can be used for spin systems by replacing

the angular momentum operatorL with the operatorS for spin angular momentum

associated with electron spin.
dS
dt

= T. (2.10)

Equation (2.10) can be used for a classical spin system provided we replace the opera-

tors with their expectation values over appropriate quantum states or a density matrix.

Now, since the magnetic moment of an electron is related to the spin momentum by

M = −γS, whereγ > 0 is the gyromagnetic ratio for electron spin, the torque experi-
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enced by a magnetic moment in an external magnetic fieldHeff is:

∂M
∂t

= −γM × Heff , (2.11)

whereγ = 2.2×105 A−1 ms−1, determines the precession rate. Dynamics prescribed

by equation (2.11) conserves the magnitude of the magnetization, |M |, for it follows

directly from equation (2.11) thatM · ∂M/∂t = 0 consistent with the micromagnetic

constraint (2.1). Since this equation cannot describe any approach to equilibrium, ad-

ditional phenomenological term can be added to account for dissipation. One such

approach was taken by Landau and Lifshitz themselves proposing a damping term pro-

portional to the compoent ofHeff which is perpendicular to the magnetization. The

Landau-Lifshitz (LL) equation(Landau and Lifshitz, 1935)with the damping term is

given below:
∂M
∂t

= −γ′M × Heff −
λγ′

Ms
M × (M × Heff ), (2.12)

whereλ is the Landau-Lifshitz damping parameter. T. L. Gilbert(Gilbert, 2004) pro-

posed a different phenomenological term to take into account dissipation in ferromag-

netic systems employing a Lagrangian formulation of magnetization dynamics and a

Rayleigh dissipation function. The equation has the following form, which is known as

the Landau-Lifshitz-Gilbert (LLG) equation. In our studies we mostly will be following

the LLG equation:
∂M
∂t

= −γM × Heff +
α

Ms
M ×

∂M
∂t

, (2.13)

whereα is the Gilbert damping coefficient. The two equations are equivalent if γ′ andγ

are related byγ′ = γ/(1+α2). It is often convenient to rewrite the LLG equation in the

normalized form, where the magnetization and fields are measured in units ofMs and

energies are measured in the units ofµ0M
2
s V , V being the volume of the ferromagnet.

The magnetization states are described by the following vector with modulus 1:

m(r , t) =
M(r , t)
Ms

, (2.14)

and the micromagnetic constraint, equation (2.1) takes theform:

|m(r , t)| = 1. (2.15)
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The normalized free energy is defined asgL[m;Hext] =
GL[M ;Hext]
µ0M2

sV
. Measuring time in

the units of(γMs)
−1 and definingheff ≡

Heff

Ms
one obtains, from equation (2.13), the

normalized LLG equation:

∂m
∂t

= −m × heff + αm ×
∂m
∂t
. (2.16)

For permalloy, withγ = 2.2×105 A−1 ms−1 (1.7× 10−7 Oe−1 s−1) andMs = 8×105 A

m−1, (γMs)
−1 ≃6 ps. We will add one more term to the equation (2.13) in the subse-

quent section to account for the spin-transfer-torque effect in ferromagnetic multilayers.

It should be noted that most of our studies are focussed on spin valve pillars which

are made up of thin films having area of cross section∼100×100 nm2 and hence the

spatial inhomogeneity in magnetization is usually negligible. Also there are fabrication

techniques which produce thin films with a single domain withuniform magnetization.

So it is reasonable to throw away the exchange field contribution in equation (2.6). That

is, we assume amonodomainferromagnetic thin film in most of our calculations. This

approximation is calledmonodomainapproximation.

2.7 The spin-transfer-torque (STT) effect and the LLGS

equation

Spin-polarised current flowing through a magnetic nano structure can influence its mag-

netic state due to the exchange interaction between the spinof the incoming conduction

electrons and the spin of the electrons responsible for the local magnetization (transfer

of spin angular momentum). This effect lies at the heart of most of the device physics we

are going to study in this thesis. Two papers, independentlyby J.C. Slonczewski and L.

Berger in 1996, were most influential in the study of spin-transfer-torques(Slonczewski,

1996; Berger, 1996). They independently predicted that current flowing perpendicular

to the plane in a metallic multilayer can generate a spin transfer torque strong enough

to reorient the magnetization in one of the layers. Information coded in the form of

macrospin of the magnetic layer, considered as a monodomain, is thus amenable to

manipulation using spin-polarized currents(Stiles and Miltat, 2006; Wolf et al., 2006).
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Since the low resistance SV pillars we have been discussing can easily sustain current

densities at which spin-transfer-torques become important, it becomes natural to study

them in such structures.

F F
1 2

e−e−

Transverse
Component

Figure 2.5: The schematic of standard SV trilayer geometry originally pro-

posed by J. Slonczewski. It consists of two ferromagnetic layers

F1 andF2 separated by a thin non-ferromagnetic conducting layer

sandwiched between them. The thickF1 layer spin polarizes the

injected direct current where asF2 is thin enough to be considered

as a monodomain whose macro magnetization vector can experi-

ence the spin transfer torque effect. The transverse component of

the spin angular momentum of the electrons are absorbed and trans-

ferred to the local moments inF2 when they pass through this layer.

This results in a torque that can excite or reverse the magnetization

M 2.

J. C. Slonczewski in his 1996 paper estimated the torque due to transfer of spin

angular momentum in now standard SV structures, whose schematic is given in fig-

ure (2.5)(Slonczewski, 1996). This structure contains twoferromagnetic layersF1 and

F2 separated by a non-ferromagnetic (NM) spacer layer. TheF1 layer is thick enough to

be considered having a fixed magnetization (M 1) which spin polarize the injected direct

current through the device. On the other hand the thin free layer allows the magnetiza-

tion (M 2) to be easily movable by the current. When the electrons are injected perpen-

dicular to the layers, the direction of spin polarization inthe metallic layer cannot be

parallel to bothM 1 andM 2 but makes an angle withM 2 (in the case whereM 1 andM 2

are not collinear). When these electrons pass through the free layer, due to exchange in-

teraction, they align their spins in the direction ofM 2. Due to the spin conserving nature

24



of exchange interaction, what this amounts to is that the transverse component of spin

angular momentum of electrons has been absorbed and transferred toM 2. This transfer

of spin angular momentum can be treated as a torque exerted onM 2 by the spin cur-

rent. Slonczewski derived an expression for this spin transfer torque (STT) in magnetic

multi-layers assuming ballistic conditions and using WKB approximation(Slonczewski,

1996). The expression for time variation of free layer magnetization,M 2, due to STT

is given below(Cros et al., 2005) (see Appendix A for a more detailed exposition).

dM 2

dt
= −PtransvM 2 × (M 2 × M 1) , (2.17)

This term is added to the Landau-Lifshitz-Gilbert equation(2.16) to model most of the

physical effects related to free layer magnetization in theGMR trilayers. Without going

into much details we give below the normalized Landau-Lifshitz-Gilbert-Slonczewski

(LLGS) equation in the dimensionless form(Bertotti et al.,2005) (see Appendix B for a

complete derivation). Similar to what was done in previous Sections, a time rescaling

has been done and time is expressed in the units of(γMs)
−1, i.e., t → γMst. We

already gave approximate numbers pertaining to permalloy film, so here we give some

numbers for Cobalt. For Co,Ms ≃ 1.4× 106 A m−1 and hence(γMs)
−1 ≃ 3.2 ps.

∂m
∂t

− αm ×
∂m
∂t

= −m ×

(

heff − β
m × ep

1 + cpm · ep

)

, (2.18)

wherem(≡ {mx, my, mz}) is the normalized magnetization vector of the free layer and

ep is the pinning direction of the fixed layer magnetization. The effective field consists

of an external magnetic field (hext), anisotropy field, demagnetization field perpendicu-

lar to the layer and an exchange field for spatially extended films with inhomogeneous

magnetization as already stated in equation (2.6). The other constantcp (1/3 ≤ cp ≤ 1)

is a function of degree of spin polarizationP (0 ≤ P ≤ 1):

cp =
(1 + P )3

3(1 + P )3 − 16P 3/2
. (2.19)

In the numerical calculations we have used the typical valueof P = 0.3. cp is a small

number compared to1 for all realistic values ofP . The parameterβ is proportional

to the spin current density (typically of the order of 10−2—10−3 for Co layers, with
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current densities∼ 108 A/cm2).

It should be noted that the equation (2.18) can be used in dimension-full form as

well, as we will do in the chapter on spin-torque nano oscillators. Also the term propor-

tional to degree of spin polarization can be grouped with thecoefficientβ, by defining

an appropriate new functiong(P ), making the equation simpler to work with. Such

alternative forms of LLGS equation also will be used extensively in the thesis. In the

next Section we give an overview of the new dynamical effectsbrought about by the

addition of Slonczewski term to the LLG equation.

2.8 Dynamical systems approach and STT driven mag-

netization dynamics

The spin-transfer interaction between the spin current andthe magnetization can give

rise to two major effects:

• Current induced magnetization switching

• Self-sustaining magnetization precession at microwave frequencies in SV pillars.

Current-induced magnetization switching has been extensively studied in nanopillar

devices(Myers et al., 1999; Grollier et al., 2001; Albert etal., 2000; Krivorotov et al.,

2004; Albert et al., 2002; Braganca et al., 2005; Mangin et al., 2006). Figure (2.6) shows

comparisons between spin-torque driven magnetization switching and magnetic field

driven magnetization switching in the case of a spin valve nanopillar device. More dif-

ficult has been the search for current induced microwave oscillations in SV pillars, but

there is mounting experimental evidence in the literature for the phenomenon(Kiselev et al.,

2003; Rippard et al., 2004; Cros et al., 2005; Berkov and Miltat, 2008). Rippard et. al.

in 2004 reported direct measurements of spin-current induced magnetization dynamics

as a function of field strength H and currentI. The spin valve structures were Co90Fe10

(20 nm)/Cu (5 nm)/Ni80Fe20 (5 nm) with typical MR values of 80mΩ. The Co90Fe10

acted as the pinned layer due to its large volume, exchange stiffness, and saturation

magnetization compared to Ni80Fe20. The device is contacted with microwave probes
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Figure 2.6: Comparison of magnetization switching scenario in a SV pillar at

room temperature as driven by spin-transfer-torques vis-á-vis ap-

plied magnetic field. (a) Switching of an all metal nanopillar device

consisting of layers 20 nm Ni81Fe19/ 12 nm Cu/ 4.5 nm Ni81Fe19,

as the magnetization of the free layer is aligned parallel and anti-

parallel to the pinned layer by the applied magnetic field. The

differential resistance,dV/dI is plotted on theY axis.(b) Spin-

transfer-torque driven magnetization switching by an applied cur-

rent in the same device with a constant magnetic field appliedto

give zero total field acting on the free layer. Figure based ondata

from (Braganca et al., 2005). Reprinted with permission. Copy-

right [Applied Physics Letters 2005], AIP Publishing LLC.

and a dc current is injected through a bias-tee, along with a 20µA ac current (500

Hz), allowing simultaneous measurement of the dc resistance, differential resistance,

and microwave output. The devices are current biased so thatchanges in the alignment

between the Ni80Fe20 and Co90Fe10 layers appear as voltage changes across the point

contact. Spin current induced oscillations are directly observed in the figure (2.7) re-

produced from (Rippard et al., 2004). For low currents, no peaks are observed in the

spectra. AsI is increased to 4 mA a peak appears at f = 7.9 GHz. Upon increasing I

further, the peak frequency decreases (for in-plane fields). This frequency redshift is

linear in I, as shown in the inset. At higher values ofI, the excitations decrease in

magnitude until no peaks are observed, as shown in theI = 9 mA spectrum.
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Figure 2.7: (a)dV/dI vs I with µ0H = 0.1 T. (b) High frequency spectra

taken at several different values of current through the nanopil-

lar device. Inset: Variation of frequency of precession with I.

The frequency redshift is linear. Figure reprinted with permis-

sion from(Rippard et al., 2004). Copyright (2004) by the American

Physical Society.

Qualitatively, the types of dynamics brought about by spin-transfer-torques can be

understood by looking closely at the equation (2.18). The dynamical systems perspec-

tive reveals some robust and general features of this systemas they are topological in

nature. When external fieldhext and currentβ are constant in time, the equation (2.18)

is an autonomous system on the unit sphere. The dynamics is confined to the surface of

the unit 2-sphere (S2) because of the fundamental micromagnetic constraint (equation

(2.15)). This immediately leads to the following conclusions regarding the admissible

dynamical states of the system:

• Chaos is precluded. Since LLGS equation with micromagneticconstraint is es-

sentially a two dimensional continuous time dynamical system on unit 2-sphere

(when external fieldhext and currentβ are constant in time and when a mon-
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odomain approximation holds). We will come back to this factmany times later

in the thesis.

• Steady states are confined to eitherfixed pointsor limit cycles. Spin-torque can

destabilize a previously stable fixed point and just as well stabilize a previously

unstable fixed point paving the way to magnetization switching. We will delve

deep into this kind of behaviour when we discuss the magneto-logic gates. self-

sustained microwave oscillations are naturally associated with stable limit cycles.

We will see glimpses of this behaviour in the next chapter andexplore them in

great detail in chapter 4.

As already stated in Section 2.7, the coefficientβ appearing in equation (2.18) is at

most 10−3—10−2, for Co layers for the typical current densities reported inthe exper-

iments (∼ 107—108 A cm−2), which is of the same order of magnitude as that of the

damping coefficientα. It is reasonable to conclude that the direction of spin-transfer-

torque, as predicted by equation (2.13), is either parallelto the damping, strengthening

it, or anti-parallel to the damping, weakening it. This is true for circular precession in

the absence of anisotropy fields. In the presence of magneticanisotropy the precession

is elliptical and hence the instantaneous orientations of the spin torque and the damp-

ing are not always collinear, but on average over each cycle the spin torque can still

be understood as either reinforcing or acting opposite to the damping(Ralph and Stiles,

2008). See figure (2.8) for a pictorial representation of thedamping torque as well

as spin-torque acting on a magnetization vector as predicted by equation (2.13) when

no magnetic anisotropies are present. According to LLGS equation, when the above

conditions hold, the free layer magnetizationm once perturbed away from the equilib-

rium position executes circular precession around the direction of theHext (assumed to

be alonĝz). Now if damping is switched on, due to damping torque shown in figure

(2.8), the magnetization is slowly pushed towards the equilibrium position. The system

dissipates energy and the precession angle decreases gradually and the magnetization

slowly relaxes to the equilibrium position in a spiral path.If a current is now switched

on, depending on the polarity, it can either strengthen or weaken the damping force.

In the case when the spin-torque opposes damping, a small current has the effect of

reducing the damping and the magnetization relaxation to equilibrium becomes slow.
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Figure 2.8: Simplified schematic showing the directions of damping torque and

spin-transfer-torque according to LLGS equation for circular pre-

cession.

Nothing interesting happens as yet. But larger current amplitudes can destabilize the

fixed point at the north pole alonĝz, simultaneously giving birth to a stable limit cycle

(Hopf bifurcation). Thus current destabilizes the orientation of m along the equilibrium

direction and excites large angle precession dynamics. Thesystem achieves a dynami-

cal equilibrium; the energy gained from the spin torque during each cycle of precession

is balanced by the energy lost to damping. This is the origin of microwave precession

in spin-torque nano oscillators. At still larger current values the spin-torque completely

takes over the damping term and the precession angle is excited to ever-increasing val-

ues until eventually it reaches 180◦. The physical meaning is that the direction ofm is

reversed. Thus explaining the current induced magnetization switching. These possi-

ble spin-torque driven magnetization dynamics scenarios are graphically represented in

figure (2.9).

In the next Section we do a quick review of various MRAM designs based on spin

valve pillars.
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Figure 2.9: Representative trajectories of spin-torque driven dynamics of

macro magnetization vectorm onS2. (a) For low spin current val-

ues, (j < jcritical), damping dominates over spin-torque and the

magnetization relaxes to the stable equilibrium point at the north

pole. (b) and (c) For high current values spin-torque dominates

over damping. Two scenarios can arise depending upon the an-

gular dependence of damping as well as spin-torque: Large angle

self-sustained precession (shown in (b)), and at even larger current

values or complete magnetization reversal (shown in (c)).

2.9 MRAM designs using spin valve pillars

The discovery of the giant magnetoresistance (GMR) effect and the development of

spin-valve structures kindled a race to develop magnetic random access memory, or

MRAM. Devices based on the GMR and TMR effects have already found very widespread

application as the magnetic field sensors in the read heads ofmagnetic hard disk drives.

The aspect ofnon-volatility, fundamentally inherent in the system, and the significant

reduction in power consumption have been the winning factors for spin-valves as mem-

ory devices. The MRAM designs fall under two categories—Ones based on field in-

duced magnetization switching (FIMS) and the ones based on current induced magne-

tization switching (CIMS).
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2.9.1 FIMS based MRAM

Here two orthogonal pulses of magnetic field are used to achieve writing. Hence the

namefield inducedmagnetization switching, or FIMS. The binary information ‘0’ and

‘1’ is recorded using the two opposite orientations of the magnetization of the free layer

along its easy magnetization axis. The SV/MTJ are connectedto the crossing points

of two perpendicular arrays of parallel conducting lines. For writing, current pulses

are sent through one line of each array, and only at the crossing point of these lines

is the resulting magnetic field high enough to reorient the magnetization of the free

layer. For reading, the resistance between the two lines connecting the addressed cell

is measured. In principle, thiscross-point architecturepromises very high densities.

A schematic representation of FIMS based MRAM is given in figure (2.10) which is

based on the first MRAM product, a 4-Mbit stand-alone memory(Engel et al., 2005)

commercialized by Freescale in 2006. Drawbacks of the FIMS scheme include higher

Figure 2.10: Schematic representation of an FIMS based MRAM. To write an

MRAM bit, current is passed through the conducting lines. The

sum of magnetic field from both the lines is needed to flip the

free layer magnetization. To read an MRAM bit, current is passed

through the cell and the resistance of the cell is sensed.

power dissipation due to the relatively large currents needed to produce the required

Oersted fields, and limits on localization of the magnetic field which hamper selective

writing.
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2.9.2 CIMS based MRAM

Magnetic random access memory (MRAM) models based oncurrent inducedmagnetic

switching, wherein STT phenomenon forms the core, have since been proposed. Here

the current sent through the spin valve structure would be greater than the critical cur-

rent needed to switch the free layer magnetization. Currentof opposite polarity would

switch the magnetization back to its original direction. Thus writing ‘0’ or ‘1’ as per

interpretation. A simplified schematic of STT based MRAM is given in figure (2.11).

This clearly solves the selectivity and scalability issue suffered by the FIMS approach.

Figure 2.11: Schematic representation of an CIMS based MRAM. To write an

MRAM bit, current, whose magnitude is greater than some critical

value, is passed through the nano pillar structure. A current with

opposite polarity would be used to write the other bit.

The selectivity issue is taken care of since write current isflowing only through the

addressed cell and hence there is no risk of writing an unselected cell. Also, since the

switching is determined by a current density, the total current required to write a mem-

ory cell scales as the area of the cell. Thus, the smaller the cell is the smaller the write

current. This contrasts with the FIMS approach in which the current for writing actually

increases as the cell size decreases. As a result, the STT approach offers good scala-

bility in STT-MRAM down to cell size of the order of 45 nm(Dieny et al., 2010). STT

based MRAMs have potentially infinite endurance (compared with∼105 cycles for a

Flash memory) and potential for sub-nanosecond operation,that make them strong can-

didates for universal memory(Chappert et al., 2007). In November 2012, Everspin tech-

nologies introduced a 64Mb DDR3 STT-MRAM to the market. Theracetrackmemory

conceived by IBM technologies is also based on spin torque effects; specifically they
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make use of current driven domain wall motion in a 3D array of nanowires(Parkin et al.,

2008) . There is a huge energy gain in this device because the movable mechanical read

head of conventional magnetic storage is not required here.The memory bits, arranged

sequentially on a nanowire, are pushed through the read headusing spin current instead

of read head locating the memory bit using actuators(S.S.P.Parkin, United States Patent

# 6,834,005, December 21, 2004).

2.10 Outlook

Spintronics as a contemporary area of technology bridges the gap between fundamental

research and technology follow up. Much of the insights churned out by fundamen-

tal research is immediately taken up by the industry in termsof new and improved

technology solutions. This is specifically true in the area of MRAM technology and

magneto-logic gates. The possibility of commercial application has been a strong driv-

ing force in this field from the beginning. The phrase ‘GMR’ now appears in over 1500

US patents. With the concepts presented in this chapter we can now move to the de-

tailed study of spin logic gates and spin torque nano oscillators, both actively pursued

by both academia and industry. In the next chapter a detailedstudy of spin based logic

gates are presented.
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CHAPTER 3

SPIN LOGIC GATES

“The logic of the world is prior to all truth and

falsehood."

—Ludwig Wittgenstein

3.1 Introduction

As seen in the earlier chapters, the discovery of the celebrated giant magnetoresistance

(GMR) effect and the spin transfer torque (STT) effect followed by the development of

spin-valve structures kindled a race to develop spin based memory devices. It became

apparent that STT effect generates a torque strong enough toreorient magnetization of

the free layer in spin valve pillars. Information coded in the form of macrospin of the

magnetic layer, considered as a monodomain, is thus amenable to manipulation using

spin-polarized currents. The next step in STT based technology was naturally the spin

logic gates. Many innovative spin logic gate models has beenproposed in the litera-

ture, some of them making use of FIMS whereas some of them are based on STT and

CIMS. In this chapter, after a quick review of existing literature on the topic, we go

into the detailed exploration of novel STT driven magneto logic gate designs (both uni-

versal and non-universal), which are both simple and intuitive compared to the existing

designs(Sanid and Murugesh, 2012, 2013). We propose magneto-logic gates using a

spin valve pillar, wherein the logical operation is inducedby spin-polarized currents

which also form the logical inputs. The operation is facilitated by the simultaneous

presence of a constantcontrolling magnetic field. The same spin-valve assembly can

also be used as a magnetic memory unit. We identify regions inthe parameter space

of the system where the logical operations can be effectively performed. The proposed

gates retain the non-volatility of a magnetic random accessmemory (MRAM). We ver-

ify the functioning of the gate by numerically simulating its dynamics, governed by the



appropriate Landau-Lifshitz-Gilbert equation with the spin-transfer torque term. The

flipping time for the logical states is estimated to be withinnano seconds. The model is

also shown to be robust against fluctuations of some key parameters in the model.

3.2 Spin valve pillars as magneto-logic gates

Figure 3.1: Schematic representation of the spin valve geometry based on

which the novel magneto-logic universal as well as universal gates

are designed. The pinning direction isx̂ which is same as the direc-

tion of applied magnetic field and crystal in-plane easy axis. The

current is sent across the pillar in theẑ direction which is same as

the direction of demagnetizing field,Hdemag.

Apart from the more obvious application as plain memory storage devices, many

spin valve based magneto-logic devices have been attemptedin the recent past. FIMS

based field programmable logic gates using GMR elements wereproposed by Hassoun

et al.(Hassoun et al., 1997), wherein the type of the logical operation to be performed

can be altered by additional fields. Further models have alsobeen suggested where

the logical state of the GMR unit is manipulated using FIMS (Richter et al., 2002;

36



Ney et al., 2003; Ney and Harris, 2005; Wang et al., 2005; Lee et al., 2007). Similar

programmable models based on spin valve magneto-logic devices are also known in

literature(Zhao et al., 2007; Dery et al., 2007). These later models, based on CIMS, in-

volve additional spin-valve elements that together form a single logical unit, or more

than one current carrying plate capable of generating fieldsin orthogonal directions.

Besides, in these models, bi-polar currents were crucial inwriting or manipulating data.

Invariably, this requires a more complex architecture thanis required for a simple mag-

netic memory unit. In this chapter we propose alternative magneto-logic gate designs

for both universal as well as non-universal gates, wherein the logical operation is per-

formed through CIMS in the presence of a controlling field. Apart from the simplicity

in the architecture, the models also carry the advantage that they can be used as plain

memory elements in a MRAM. They consist of a single spin-valve pillar and no addi-

tional elements, than those required for its functioning asa memory unit, are required

to enhance its role as a logical gate. In the proposed models we use STT for writing,

while the magnetic field is held constant in magnitude (though polarily may change

depending on the logic gate) and required only during the logical operation. Thus the

applied field acts as a control switch for the gates. Moreover, as we will show in this

chapter the logic gate isnon-volatileand has sub-nano second operation time.

3.3 Spin valve pillar geometry and the governing Landau-

Lifshitz-Gilbert equation

The nanopillar geometry is schematically illustrated in figure (3.1. We use the same

device geometry for universal as well as non-universal gatedesigns. The pinning direc-

tion is x̂ which is same as the direction of applied magnetic field and crystal in-plane

easy axis. The current is sent across the pillar in theẑ direction which is same as the

direction of demagnetizing field,Hdemag.

The dynamics of the macrospin magnetization of the free layer is governed by the

Landau-Lifshitz-Gilbert (LLG) equation with the STT term,whose dimensionless form

is given by equation (2.18). Since we will be constantly referring back to this equation,
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Figure 3.2: The in-plane (IP) and out-of-plane (OOP) regimes of magnetiza-

tion precession in spin valves. (a) The in-plane (IP) precession is

a symmetric precession visiting both the hemispheres ofS2. (b)

Projection of the IP trajectory onto they − z plane. (c) The out-of-

plane (OOP) precession spontaneously breaks the symmetry and is

confined to either of the hemispheres depending on the initial con-

dition (here confined to the northern hemisphere). (d) Projection of

the OOP trajectory onto they − z plane.

it is reproduced here for quick reference:

∂m
∂t

− αm ×
∂m
∂t

= m ×

(

heff − β
m × ep

1 + cpm · ep

)

. (3.1)

The free-layer magnetizationm and the effective fieldheff are normalized by the satu-

ration magnetizationMs. Time is measured in units of(γMs)
−1, whereγ is the gyro-

magnetic ratio (for Co layers, this implies time scales in the order of picoseconds). The

constantα is the damping factor and unit vectorep is the direction of pinning (̂x in our

case, and in plane). The other constantcp (1/3 ≤ cp ≤ 1) is a function of degree of spin

polarizationP (0 ≤ P ≤ 1) given by equation (2.19). In the numerical calculations that

follow we have used the typical value ofP = 0.3. The phase diagrams, to be discussed

in the next section, do exhibit minor variations with changein the value ofP , but do

not alter our results much. For, as can be seen from equation (2.19),cp is a small num-

ber compared to1 for all realistic values ofP . The parameterβ is proportional to the
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spin current density (typically of the order of10−2 for Co layers, with current densities

∼ 108 A/cm2). The effective field, specific to geometry defined in figure (3.1) is given

by:

heff = haxx̂ − (Dxmxx̂ +Dymyŷ +Dzmzẑ),

wherehaxx̂ is the external field andDis(i = x, y, z) are constants that reflect the crystal

shape and anisotropy effects. Particularly, we chose our film such that the anisotropy is

in-plane, and also lies along thex-axis. The plane of the free layer is chosen to be the

x−y plane. With this choiceDis are such thatDx < Dy < Dz, makingx̂ the free-layer

easy axis.

Figure 3.3: Phase diagram in thehax−j space, in regions relevant for the NOR

gate. The system displays in-plane limit cycles(O), out-of-plane

limit cycles (O2), stable fixed points parallel tôx (P) or−x̂ (A), and

out-of-plane stable fixed points (S2). The critical value of the cur-

rent and the field used for our model (jc1) is circled in the figure.
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3.4 Universal magneto-logic gates

For our choice of geometry, described in the previous section, the magnetization in the

free layer exhibits a variety of dynamics in different regions of thehax − j (≡ β/α)

parameter space - such as in-plane limit cycles (O) and symmetric out-of-plane limit

cycles (O2), and stable fixed points parallel tôx (P), parallel to−x̂ (A) and symmet-

ric out-of-plane stable fixed points (S2)(Bertotti et al., 2005). The difference between

in-plane limit cycles and out-of-place limit cycles are depicted in figure (3.2). The in-

plane (IP) precession is a large angle precession approximately confined to the plane

of anisotropy visiting both the hemispheres symmetrically, whereas the approximately

circular out-of-plane (OOP) precession spontaneously breaks this symmetry and is con-

fined to either of the hemispheres depending on the initial condition. This typically hap-

pens with increasing the magnitude of the current or in equation (3.1), the magnitude

of β. The general behaviour of STNO is that, the frequency of IP precession decreases

monotonously with increasing the dc current until the onsetof OOP precession regime,

after which frequency monotonously increase with increasing dc current(Grollier et al.,

2006; Kiselev et al., 2003). We will explore this in greater detail on the next chapter.

In figure (3.3) we show a specific portion of the parameter space of our model equation

where the logic NOR gate we propose can perform the desired logical operation. The

type of dynamics in the different regions of the parameter space is identified here by

numerically simulating the LLGS equation (3.1).

3.4.1 Geometry of fixed points

For the logical NOR gate, we shall choose the applied field (whenever non-zero) to

be positive and|hax| > Dz − Dx. For this choice, there can at best be only one sta-

ble fixed point, lying along either±x̂ directions depending on the values ofhax and

j(Bertotti et al., 2009). For a given set of values of the system parameters,Dis andα,

fixed points corresponding to four scenarios of special interest to us in designing our

NOR gate are shown in figure (3.4). Whenj is held below a certain threshold value,

and |hax| > Dz − Dx, m = x̂ is the only stable fixed point, while−x̂ is unstable.

For j beyond a certain upper threshold valuejc1, with hax held at the same value, the
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Figure 3.4: Fixed point illustration for NOR gate. Fixed points for four differ-

ent cases. For convenience, we have indicated the fixed valueof

the applied field we have used through out, satisfying the condition

|hax| > Dz − Dx, ashax =1. Similarly the value forj (> jc1), is

indicated byj = 1. (a) hax = 1, j = 0, (b) hax = 1, j = 1, (c)

hax = 0, j = 0, and (d)hax = 0, j = 1. Stable fixed points are

indicated by filled dots, and unstable fixed points by unfilleddots.

For hax = 0 = j, there arise six fixed points, two of which are

saddles indicated by half filled dots, and both±x̂ are stable fixed

points.

situation reverses, witĥx becoming unstable and−x̂ becoming the stable point. When

hax = 0 = j, both±x̂ become stable on account of the anisotropy field along thex

axis. Finally, whenhax is held at zero, butj > jc1, the scenario in figure 3.4 (b) repeats,

with −x̂ stable and̂x unstable.

A numerical simulation of the governing LLGS equation (3.1), shows the expected

magnetization switching in conformity with figure (3.5). Wechoose the system param-

etersα = 0.01, Dx = −0.034, Dy = 0, andDz = 0.68 (as in (Kiselev et al., 2003)).

Taking the value of saturation magnetization,Ms, to be that of Co (1.4 × 106 A/m), it

effectively implies a time scale of3.2 ps. The switching time due to the spin-current is

roughly 0.2 ns, while that due to the magnetic field is slower,at nearly 0.7 ns, accom-

panied by a ringing effect. This delay and ringing effect arewell understood to be due
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Figure 3.5: Time evolution ofmx (bottom) as the applied fieldhax (middle)

andj (top) are flipped through various combinations, with the in-

terpreted logical state. The initial orientation ofm is chosen arbi-

trarily. For the casehax = 0 = j, both±x̂ are stable fixed points,

and the magnetization relaxes to the nearest of the two directions-

mx = −1 initially, andmx = +1 finally.

to the fact that, even withα = 0, a spin-transfer-torque leads to both precession and

dissipation whereas a magnetic field alone can only cause a precession of magnetization

vector about the applied field(Murugesh and Lakshmanan, 2009). Field induced switch-

ing is thus exclusively due to the damping factor, leading toa longer switching time,

consequently. A longer switching time invariably implies more precession meanwhile,

causing the ringing effect. In figure (3.5), we show the dynamics of thex component

of the normalized magnetization vectorm as the field and current are switched through

various possible combinations. The current density used isof the order of108 A/cm2,

and the fieldhax is of the order of106 A/m. Such a magnitude for the applied field, al-

though frequently used (see, for instance (Kiselev et al., 2003)), is substantially high for

real world applications. Magnetic tunnel junctions (MTJs)have proved themselves to

be more worthwhile candidates as MRAMs, with their operability at much lower spin-

current and field amplitudes, and higher ferromagnetic to anti-ferromagnetic current

ratios(Kalitsov et al., 2009; Parkin et al., 2003; Daughton, 1997). Although the STT
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hax j1 j2 m (logical state)

1 0 0 x̂ (1)

1 1 0 −x̂ (0)

1 0 1 −x̂ (0)

1 1 1 −x̂ (0)

Table 3.1: The truth table for NOR gate. The applied field is always held con-

stant through out the operation (|hax| > Dz − Dx) indicated by

hax = 1. The currentsj1,2 take either a value greater thanjc1, indi-

cated as the logical input 1, or zero taken as input 0.

phenomenon in MTJs and that in spin-valve pillars display several qualitative similari-

ties, MTJs are hampered by the lack of an appropriate mathematical model to describe

their dynamics. We believe results presented in this paper will be of relevance in MTJs

too and may possibly be reproduced. Our numerical simulations show that the model

presented is robust with respect to errors that may creep in through two of the system

parameters - variations in the degree of polarization, and in plane anisotropy fields in

the form ofDx. We have varied these values upto 10% and yet noticed no perceivable

difference in the phase diagram. The chosen values ofj′is (0.6jc1) provides enough

room for errors arising out of fluctuations. Further, we recall that as long as the con-

dition |hax| > Dz − Dx is satisfied we have the two desired fixed points, enabling the

required logical operation.

3.4.2 Logic NOR gate

We make use of the first three scenarios (figure 3.4 (a)-(c)) toconstruct the universal

NOR gate, which retains the non-volatility of spin based memory devices. Letj1 and

j2 be currents that form inputs to the logic gate, and each take either of the two values

- zero, or some valuej little over jc1. We shall identify these values of the current with

the logical input states 0 and 1, respectively. Both currents j1 andj2 are fed together

into the spin-valve from the pinned layer end. The fieldhax is held fixed throughout the

logical operation (represented henceforth simply ashax =1), and acting as a controlling
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Figure 3.6: A schematic diagram of the NOR gate, with the relevant portion of

the spin-valve pillar with the input currentsj′is and the control field

hax. The logical output is interpreted from the value of the potential

Vout, either high (state 1) or low (state 0).

field. When the currentsj1,2 are both zero, the magnetizationm orients itself alonĝx,

the only stable fixed point. This corresponds to the low resistance state, beingparallel

to the pinned layer magnetization, which we read as the logical state 1. When either,

or both, of the currentsj1,2 is greater thanjc1, the torque is sufficient enough to flip the

spinm from any direction to the new stable fixed point−x̂ (the high resistanceanti-

parallel state 0). The truth table of the NOR gate is thus obtained (seetable 3.1). When

the fieldhax and the currentsj1,2 are all switched off, both±x̂ are equally good stable

fixed points due to the anisotropy field along thex axis. Prior value of magnetization

is therefore retained, and the gate carries the non-volatility of the MRAM. The nature

of fixed points depicted in figure 3.4 (a), (c), (d), show that the same valve assembly

can also be used as a plain memory device. To this end we shall use a single current

input, j, to the spin-valve as opposed to the two inputs for the gate assembly.Writing

the data bit 1 is then enabled with a applied fieldhax = 1 and currentj = 0. Similarly

the bit 0 is written whenhax = 0 andj = 1. The two stable fixed points, as shown
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Figure 3.7: Phase diagram in thehax − j space, in regions relevant for the

NAND gate. The system displays in-plane limit cycles(O), stable

fixed points parallel tôx (P) or−x̂ (A), and out-of-plane stable fixed

points (S2). The critical value of the current and the field used for

our model (jc2) is circled in the figure.

in figure 3.4 (c), then ensure that the magnetization, ordata, is retained in the absence

of both the current and field, preserving non-volatility. A schematic representation of

the logical NOR gate for a choice of input currents, and with control fieldhax = 1, is

shown in figure (3.6).

3.4.3 Logic NAND gate

We now look at the fixed points corresponding to another region of thehax−j parameter

space [figure (3.7)]. The applied fieldhax is chosen to benegative(again, whenever non-

zero), while still satisfying the earlier condition that|hax| > Dz −Dx, and the current

j assumes either of the three values,zero, 0.6jc2 or 1.2jc2 [where jc2 is indicated in

figure (3.7)]. Notice thatjc2 is negative, implying a current sent in the opposite direction

along the pillar. The fixed points corresponding to different combinations ofhax and
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Figure 3.8: Fixed point illustration for NAND gate. Fixed points for three dif-

ferent values of the currentj, (a) j = 0, (b) j = 1 (0.6jc2) and (c)

j = 1+1 (1.2jc2). The applied fieldhax is the same, and is negative

with |hax| > Dz − Dx. When both field and current are zero, the

fixed points are the same as in figure 3.4 (c).

j are shown in figure (3.8). We shall denote the above mentionednegative value of

the magnetic field ashax = −1. For the NAND gate we shall take the current value

j = 0, andj = 0.6jc2 as the logical inputs 0 and 1, respectively. In the absence of

both current and field, the stable fixed points are±x̂, as in figure 3.4 (c). When the field

hax = −1 and the current is either 0 or 1,̂m = −x̂ is the only stable fixed point while

m̂ = x̂ becomes unstable. When the current valuej = 1.2jc2, however, the situation

reverses, witĥx becoming stable, and−x̂ unstable. A numerical simulation, analogous

to figure (3.5), for these new values ofhax andj is shown in figure (3.9), with results

as expected. As in the case of the NOR gate, letj1 andj2 be the currents fed together,

and each take values 0 or 1 (now corresponding to negative currents). The magnetic

field is held constant athax = −1 all along the logical operation. For the logical NAND

gate we adopt the opposite convention, interpreting the high-resistance state (m̂ = −x̂)

as the logical state 1, and the low-resistance state as 0. Thetruth table of the NAND

operation is thus realized (table 3.2). As both±x̂ are stable fixed points in the absence

of current and magnetic field [figure 3.4 (c)], non-volatility is ensured.

In summary, we have proposed spin-valve based magneto-logic NOR and NAND
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Figure 3.9: Time evolution ofmx (bottom) as the applied fieldhax (middle)

and j (top) are flipped through various combinations, relevant to

the NAND gate. The interpreted logical state is indicated over the

respectivemx values. For the parameter values chosen, the switch-

ing time is within 1 ns.

gate assemblies, which render themselves to the dual role ofuniversal gate and a mag-

netic memory. A constant applied magnetic field parallel to the pinned layer magneti-

zation acts as a control for the logic gate operation, while spin-currents are fed in as the

logical inputs. The same pillar geometry is used for both theNOR and NAND gates,

and also doubles as a magnetic memory device. We also demonstrated the robustness of

our model against current fluctuations as well as changes in the degree of spin polariza-

tion. We also see two ailments of the proposed design, which can hamper the practical

implementation of our model to a significant extent. First and foremost is theredefini-

tion problem. The model we proposed is of a programmable gate, butwhile changing

its operation from logic NOR to logic NAND we had to re-interpret the high-resistance

state (̂m = −x̂) as the logical state 1, and the low-resistance state as 0. This is opposite

of the convention we used for the logic NOR. Secondly the magnitude of critical value

of current (not just its polarity) changes while changing the logic operation of the gate.

Both of these issues can pose certain engineering challenges while implementing our

model in practice. In the next Section, we propose model magneto-logic non-universal
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Figure 3.10: Phase diagram in thehax − j space, in regions relevant for the

(a) NOT and (b) AND and OR gates. The system displays limit

cycles(O), symmetric out-of-plane limit cycles (O2), stable fixed

points parallel tôx(P) or−x̂(A), and symmetric out-of-plane sta-

ble fixed points (S2). The critical value of the current and the field

used for our models (jc1, jc2 andjc3) are circled in the two figures.

OR,AND and NOT gates using essentially the same nanopillar geometry. We show that

theredefinitionproblem is completely avoided while implementing these non-universal

gates.

3.5 Non-universal magneto-logic gates

In this section, we develop model non-universal gates, which solves theredefinition

problem suffered by their universal counterparts. For our choice of geometry, described

in the previous section, the magnetization in the free layerexhibits a variety of dynamics

as earlier (see figures (3.3) and (3.7)). In figure (3.10) we show two specific ranges

where the models we propose can perform the desired logical operations. The critical

value of the current and the field used for our models (jc1, jc2 andjc3) are circled in the

figure 3.10 (a) and (b).
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Figure 3.11: Fixed point illustration for AND gate. Fixed points for three dif-

ferent values of the currentj, (a) j = 0, (b) j = 1 (jc1) and (c)

j = 1+1 (2jc1). The applied fieldhax is the same, and is negative

with |hax| > Dz −Dx which is represented byhax =1. Both the

currents should be ’high’ in order to have a ’high’ output.

3.5.1 Logic AND gate

For the logical AND gate design consider the fixed points corresponding to a specific

negative region ofhax − j parameter space [figure 3.10 (b)]. The applied fieldhax is

chosen to benegative(whenever non-zero) and and|hax| > Dz −Dx. For this choice,

there can at best be only one stable fixed point, lying along either±x̂ directions depend-

ing on the values ofhax andj. The spin currentj assumes either of the three values,

zero, jc1 or 2.0jc1 [wherejc1 is indicated in figure 3.10 (b)]. The currents used in the

simulations are atleast 1% higher than the critical currents to ensure the robustness of

the device against random noises. Notice thatjc1 is negative, implying a current sent

in the opposite direction along the pillar. The fixed points corresponding to different

combinations ofhax andj are shown in figure (3.11). We shall denote the above men-

tioned negative value of the magnetic field ashax = −1. Also we shall take the current

valuej = 0, andj = jc1 as the logical inputs 0 and 1, respectively. In the absence of

both current and field, the stable fixed points are±x̂. When the fieldhax = −1 and

the current is either 0 or 1,̂m = −x̂ is the only stable fixed point whilêm = x̂ be-
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hax j1 j2 m (logical state)

-1 0 0 −x̂ (1)

-1 1 0 −x̂ (1)

-1 0 1 −x̂ (1)

-1 1 1 x̂ (0)

Table 3.2: The truth table for NAND gate. As earlier, the applied field is al-

ways held constant through out the operation, though negative. The

currentsj1,2 take either of the two values0.6jc2 - the logical input 1,

or zero taken as input 0.

hax j1 j2 m (logical state)

-1 0 0 −x̂ (0)

-1 1 0 −x̂ (0)

-1 0 1 −x̂ (0)

-1 1 1 x̂ (1)

Table 3.3: The truth table for AND gate. The applied field is always held con-

stant through out the operation (|hax| > Dz − Dx) indicated by

hax = −1. The currentsj1,2 take either a value greater thanjc1,

indicated as the logical input 1, or zero taken as input 0.

comes unstable. When the current valuej = 2.0jc1 (but same applied field), however,

the situation reverses, witĥx becoming stable, and−x̂ unstable. Letj1 andj2 be the

currents fed together, and each take values 0 or 1. The magnetic field is held constant

at hax = −1 through out the logical operation. When the free layer magnetization is

parallel to the direction of pinning magnetization, we havea low resistance state due to

the GMR effect and vice versa. We interpret the high-resistance state (̂m = −x̂) as the

logical state 0, and the low-resistance state (m̂ = x̂) as the logical state 1 (consistency

of this convention is preserved in all the gates). The truth table of the AND operation

is thus realized (table 3.3). As both±x̂ are stable fixed points in the absence of current

and magnetic field, non-volatility is ensured. Figure (3.12) shows the expected response
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Figure 3.12: Time evolution ofmx (bottom) as the applied currentsj1 (middle)

and j2 (top) are flipped through various combinations, relevant

to the AND gate. The interpreted logical state is indicated over

the respectivemx values. For the parameter values chosen, the

switching time is within 1 ns.

of the free layer magnetization to the flipping of input current ji’s.

3.5.2 Logic OR Gate

We again consider the region of parameter space we used for logic AND gate [fig-

ure 3.10 (b)], but we now identify another critical current density value denoted byjc2

which can be used for implementing the logic OR gate. Again the applied fieldhax is

chosen to benegative(whenever non-zero) and and|hax| > Dz − Dx. Now the spin

currentj assumes either of the three values,zero, jc2 or 2.0jc2 [Again, jc2 is indicated

in figure 3.10 (b)]. The fixed points corresponding to different j values are shown in

figure (3.13). We shall take the current valuej = 0, andj = jc2 as the logical inputs 0

and 1, respectively. In the absence of both current and field,the stable fixed points are

±x̂. When the fieldhax = −1 and the currentji =0, m̂ = −x̂ is the only stable fixed

point while m̂ = x̂ becomes unstable. When either of the input current valueji =1

(ji = 1.0jc2, i = 1, 2), the situation reverses, witĥx becoming stable, and−x̂ unsta-
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Figure 3.13: Fixed point illustration for OR gate. Fixed points for three dif-

ferent values of the currentj, (a) j = 0, (b) j = 1 (jc2) and (c)

j = 1 + 1 (2jc2). The applied field is the same as in figure (3.11).

It is seen that a single ’high’ input current drives the output to a

’high’ state.

ble. The same scenario repeats with the current valuej =1+1 (j = 2.0jc2) realizing a

magneto-logic OR gate. The truth table of magneto-logic OR gate is shown in the table

3.4, and numerical results for the flipping ofx-component of free layer magnetization

is shown in figure (3.14).

3.5.3 Logic NOT gate

In order to realize the logic NOT gate, we turn our attention to the selected positive

side of thehax − j control space shown in figure 3.10 (a). Nowhax is held at the same

numerical value as earlier but now in the+x̂ direction denotinghax = 1 in the following

discussion. We use the critical current density denoted byjc3 in the figure 3.10 (a) to

realize the NOT gate. The spin current densityj > jc3, but within the same dynamic

regime in phase space, is denoted byj =1. From the nature of fixed points illustrated

in figure (3.15), it is clear that whenever the current density toggles from logical values

j = 0 to j = 1, the nature of stability interchanges between the two fixed points x̂ and

−x̂, and vice-versa. With our interpretation of+x̂ as logical state 1 and−x̂ as state 0,

we have an immediate realization of NOT gate (See table 3.5 for the truth table).
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Figure 3.14: Time evolution ofmx (bottom) as the applied currentsj1 (mid-

dle) andj2 (top) are flipped through various combinations, rele-

vant to the OR gate. The interpreted logical state is indicated over

the respectivemx values. For the parameter values chosen, the

switching time is within 1 ns.

3.6 Outlook

Here we give a quick summary of the logic gate designs proposed in this chapter. The

fundamental idea is to bring about anexchange of stabilitybifurcation by tuning the

current through the nanopillar device. For digital applications, we need to discretize

the input current values, either zero or above a well-definedcritical valuejcritical. The

current values,j > jcritical, either switches the magnetization or leave it intact depend-

ing upon the region of parameter space under use. This is in turn modified using the

polarities ofcontrol field and current itself. These ideas are based on a well tested

theoretical model for a single domain ferromagnet of nanometer size. Using modern

fabrication techniques it is indeed possible to fabricate patterned single domain nano-

magnets. This fact should be encouraging enough for experimentalists to actually test

our model. There is significant reduction of complexity and material cost compared

to other proposed models of magneto-logic gates in the literature. The success of our

model will be largely determined by the width of individual dynamical regions in the
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hax j1 j2 m (logical state)

-1 0 0 −x̂ (0)

-1 1 0 −x̂ (1)

-1 0 1 −x̂ (1)

-1 1 1 x̂ (1)

Table 3.4: The truth table for OR gate. The applied field is always held constant

through out the operation (|hax| > Dz−Dx) indicated byhax = −1.

The currentsj1,2 take either a value greater thanjc2, indicated as the

logical input 1, or zero taken as input 0.
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Figure 3.15: Fixed point illustration for NOT gate. (a)j = 0 and (b)j =

1 (jc3). The applied field is the same as figure (3.11) in magnitude

but is now pointing in the+x̂ direction denoted byhax =1. It is

seen that a ’high’ input current drives the output to a ’low’ state

realizing NOT gate.

relevant control plane (see, for example, figure (3.3)). Well separated dynamical regions

provide robustness to the device. But as seen in the early experiments, all the dynami-

cal regions predicted by single domain theory are not successfully reproduced in exper-

iments. For example, Kiselev et. al. reported that the out-of-plane (OOP) precession

mode (O2) predicted by the LLGS equation is not observed in their experiments, instead

there was a state with resistance in between P and AP state accompanied by only small

microwave signals(Kiselev et al., 2003). It is conjecturedthat in this region, denoted by

W, the single-domain approximation becomes invalid owing to dynamical instabilities.

In this region different regions of the sample are inferred to move incoherently, giving

total time dependant resistance changes much smaller than for single-domain motion.
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hax j m (logical state)

1 0 +x̂ (1)

1 1 −x̂ (0)

Table 3.5: The truth table for NOT gate. The applied field is once again held

constant through out the operation (|hax| > Dz −Dx), indicated by

hax = 1. The currentj take either a value greater thanjc3, indicated

as the logical input 1, or zero taken as input 0.

We will talk more about the breakdown of single domain approximation in chapter 5.

Once a nanomagnet possessing the right phase portrait characteristics is fabricated,

our model guarantees a robust and error free performance as shown earlier in this chap-

ter. This would be more of an exercise in choosing the right materials, fabrication tech-

niques and device dimensions rather than an exercise in fundamental device physics.

The salient features of the proposed model universal and non-universal gates are sum-

marized below:

1. Simplicity of architecture as compared to other proposedmodels of CIMS based

magneto-logic gates (requires a single spin-valve pillar in CPP geometry)

2. The same spin valve assembly be used as both logic gate and MRAMs

3. Programmable logic—The logic operation can be changed byreversing the sign

of current and the controlling magnetic field.

4. Model is non-volatile with switching time in nanoseconds

5. Functionally robust with respect to current fluctuationsas well as changes in the

degree of spin polarization.

We also see that theredefinitionproblem suffered by the universal gates are mitigated

by the non-universal gates. The critical current densities, used to represent logical input,

are different for each type of gate. There is, however, consistency in the interpretation

of the logical inputs and outputs, with respect to the direction, or sign, of the current

densities.
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In the next chapter we leave the fixed point dynamics behind and focus almost ex-

clusively on thelimit cycledynamics. This brings us to the exciting area of spin-torque

nano oscillators (STNO).
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CHAPTER 4

SPIN TORQUE NANO OSCILLATORS

“In all chaos there is a cosmos, in all disorder a

secret order."
—Carl Gustav Jung

4.1 Introduction

Spin torque nano oscillators (STNO) represents a paradigm shift in the age of nano-

technology and spintronics. As we have shown in chapter 2, the self-sustained os-

cillations in nano-pillar devices can be understood in terms of the balance between

the torque generated by the damping forces and the spin transfer torque which acts in

opposite direction to the former. These spin-torque nano-oscillators (STNOs), whose

oscillations are in microwave range (frequency in GHz), areexcellent candidates for

oscillators to be integrated into a spintronics motivated architecture. The steady-state

magnetic precession mode that can be excited by spin transfer is under investigation

for a number of high-frequency applications, for example nanometer-scale frequency-

tunable microwave sources, detectors, mixers, and phase shifters. Another potential

area of use is for short range chip-to-chip or even within-chip communications. Some

notable features of STNOs are summarised below:

• Nanometer in size and GHz in frequency.

• Smallest self-oscillation known in nature.

• Broad working temperature.

• Low power dissipation

• Narrow linewidth



• Ultra low critical current

• Microwave emission atzero field

However, very feeble microwave power output from a single STNO (∼1 nW) remains

the main practical problem, in terms of their desired spintronic applications. Various

coupling schemes to enhance the output power of a set of such STNOs have been pro-

posed in the last few years.

Coupling of nonlinear oscillatory systems can reveal several interesting phenomena

like synchronization (of various kinds), amplitude death,etc. Synchronization plays an

important role in several biological systems. For example,the synchronous firing of

pacemaker cells generates the normal sinus rhythm of human heart, and in a similar

fashion the synchronous firing of billions of neurons in human brain constitute various

brain waves. The nature of coupled dynamics often depends critically on the nature

of coupling, time delay and other physical factors. A time delay in coupling can have

a dramatic effect on the dynamics in certain systems, at times leading to periodic be-

haviour or sometimes to chaotic or hyper chaotic behaviour.

Two different schemes of synchronizing the STNOs are often considered in the lit-

erature. In an experiment using electrical nano-contacts at close proximity on the same

mesa, Kaka et.al. (Kaka et al., 2005) showed that a direct spin-wave coupling can syn-

chronize two STNOs. This scheme has proven to be very fruitful and is replicated in

various experiments(Mancoff et al., 2005; Pufall et al., 2006). Recently attempts have

been made to theoretically explain the spin wave induced coupling, predominantly us-

ing linear spin wave theory(Rezende et al., 2007; Chen and Victora, 2009). Another

effective coupling scheme uses electrically connected STNOs to get them phase locked

to the ac generated by themselves. Following the experimental demonstration of injec-

tion locking of STNOs to applied ac current by Rippard et. al.(Rippard et al., 2005),

it was numerically shown that an array of oscillators electrically connected in series

mutually synchronize in frequency as well as in phase(Grollier et al., 2006). The cou-

pling was due to the microwave component of the common current flowing through

the oscillators. This and similar coupling schemes have been explored extensively in

the literature ever since(Persson et al., 2007; Georges et al., 2008; Tiberkevich et al.,
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2009; Zhou et al., 2009; Urazhdin et al., 2010; Dussaux et al., 2011; Li et al., 2012).

This way of augmenting power by an array of electrically connected phase coherent

oscillators, once realized, may prove to be a great milestone towards a nano scale os-

cillator with useful power output. Analytical as well as numerical studies of the syn-

chronization effects in STNOs subject to microwave magnetic fields also appear in the

literature(Bonin et al., 2010; Subash et al., 2013).

In this work we study the various types of synchronization aswell as chaotic dy-

namics a drive-response coupling of two STNOs can bring about(Sanid and Murugesh,

2014). To this end, we propose a coupling using a high speed operational amplifier

(Op Amp), which acts like a voltage follower. It essentiallyinsulates the driver (mas-

ter) oscillator from any feedback from the response (slave)system. The intention here

is to study the dynamical response of a slave STNO to the signal input from another

identical element whose dynamical behavior can be controlled. The current and applied

field values fed in to the STNOs are such that they exhibit limit cycle behaviour. The

oscillations can be large amplitude In-Plane (IP) oscillations (symmetric about the in-

plane easy axis), or Out-of-Plane (OOP) where the precession is confined to only one

of the hemispheres depending upon the initial condition. The signal generated across

STNO1 by virtue of GMR effect is fed to STNO2 via the high speedOp Amp. The

master-slave setup as well as the nature of coupling (which can be fine tuned using a

coupling resistance,RC , in the slave circuit) makes them a unique system not studied

thus far. The time varying signal fed from the master effectively raises the dimensional-

ity of the slave system (without coupling, the dynamics of the free layer magnetization

of the slave STNO would be confined to surface of a 2-sphere,S2, in the monodomain

approximation which is employed in this work). We expect chaotic dynamics to appear

in the borderline between IP and OOP oscillations for STNO2.What is remarkable

is that, as the coupling resistanceRc is changed across this borderline we observe the

emergence of phase locking and synchronous precession as well. We elaborate the var-

ious criteria which decides whether the system will go to synchronous, asynchronous

or chaotic dynamics.

In addition, we also study the properties of this system under periodic forcing. We

use a small ac input current, of frequencyω, in addition to the dc part to be fed to both
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of the STNOs. We then study how the phase portrait of slave system changes in relation

to that of the master system. These considerations would be of great importance in

building a robust coupled system of STNOs for enhancing micro-wave power.

4.2 Two spin-valve pillars coupled using high speed Op

Amp

The system under consideration is a regular spin valve, consisting of a conducting layer

sandwiched between two ferromagnetic layers - one pinned with magnetization along

ex, the unit vector along thex direction, and the other free. Further, the free layer is also

subject to a constant Oersted field also along theex direction (refer 3.1). The dynamics

of the macrospin magnetization of the free layer is governedby the Landau-Lifshitz-

Gilbert-Slonczewski (LLGS) equation (in dimension -full form)(Berkov and Miltat, 2008).

∂m
∂t

− αm ×
∂m
∂t

=

−γm × (Heff − βm × ex) , (4.1)

wherem(≡ {mx, my, mz}) is the normalized magnetization vector of the free layer.

The effective field consisting of an external magnetic field (hext), anisotropy field (both

in the ex direction, with the thin film assumed to have a uni-axial anisotropy whose

easy axis is aligned along the direction of the applied filed), and demagnetization field

perpendicular to the layer, is given by:

Heff = hextex + κmxex − 4πMsmzez. (4.2)

The parameterβ is proportional to the spin current density (for a given pillar geometry,

and is roughly of the order of200Oe with typical current densities of the order of

108A/cm2). The rescaled applied dc current,adc, is same asβ in what follows which

has the dimensions of field intensity, frequently expressedin literature in the cgs unit

Oersted. Also note that, in contrast to 3.1, here the polarization factor is grouped along
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with β (see Section 2.7 for more details). The expression forβ is(Bazaliy et al., 2004):

β ≡
h̄Aj

2MsV e
g(P ), (4.3)

whereA is the area of cross section,j is the current density andV is the volume of

the pinned layer.g(P ) is a dimensionless function of the degree of spin polarization of

pinned layer(0 ≤ P ≤ 1), with typical numerical value∼0.3. The sample parameters

appearing in (4.1) and (4.2) are given values similar to thatof permalloy film. So,

damping constantα = 0.02, anisotropy constantκ = 45Oe, demagnetization field

constant4πMs = 8400Oe and the gyromagnetic ratioγ = 1.7× 10−7Oe−1 s−1.

_

+

V

BUFFER

01

STNO1    STNO2

CR

CURRENT

CURRENT

SOURCE

SOURCE

Figure 4.1: Circuit diagram depicting the coupling using a high-speed Op Amp.

The left STNO is the master and the right one is the slave, each

of them separately biased using a current source. The coupling

resistance,RC in the response circuit, turns out to be a very useful

experimentally tunable parameter in this model.

We investigate the effect of coupling on the dynamical regions of the phase space

of second STNO. Our coupling scheme using a high speed Op Amp is shown in figure

4.1. The Op Amp acts as voltage follower and effectively isolates the drive circuit from

that of the response circuit. The voltage appearing across its non-inverting terminal is

that of the STNO1 generated by virtue of GMR effect. By the property of Op Amp in

buffer configuration essentially the same voltage appears across STNO2 and the cou-

pling resistorRC . Denoting the free-layer magnetization of STNO1 asm1 and that of

STNO2 asm2 we derive the following pair of equations governing the dynamics of the

above drive-response system:
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Figure 4.2: The synchronization curve of STNO2. The parameter values are

κ = 45, 4πMs = 8400Oe, RP = 10Ω, RAP = 11Ω, adc =

200Oe andhext = 200Oe. The mismatch in the anisotropy field

is 5% and the mismatch in the demagnetization field is either 0or

1% as indicated in the figure. Curve flattens up to plateaus at the

synchronization regime. The IP and OOP regimes of oscillations

are also marked in the figure.

∂m1

∂t
− αm1 ×

∂m1

∂t
=

−γm1 ×
(

Heff1
− βm1 × ex

)

, (4.4)

∂m2

∂t
− αm2 ×

∂m2

∂t
=

−γm2 ×
(

Heff2
− β ′ (t)m2 × ex

)

, (4.5)

where:

β ′ (t) = β

(

1 +
R1(t)

RC +R2(t)

)

(4.6)

Ri = R0 −△R cos (θi) . (4.7)
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The resistances of the two STNOs,R1 andR2, depend on the dynamical state of the free

layer and is modelled using the standard equation (4.7), where θ is the angle between

the free layer and the pinned layer magnetizations(Grollier et al., 2006). IfRP andRAP

are the resistances of the spin valve in parallel and anti-parallel configurations, respec-

tively, thenR0 = (RP +RAP ) /2 and△R = (RAP − RP ) /2. The right hand side

of equation (4.6) comprises of contribution from coupling as well as the bias voltage

of the slave STNO. For simulating the STNO dynamics we used a fourth order runge-

kutta method with a time step of 0.5 ps. We used the Wolf algorithm(Wolf et al., 1985)

to find the Lyapunov exponents which is used in conjunction with power spectrum to

differentiate chaotic, multi-periodic as well as periodicdynamics. Fourier analysis is

used to determine the precession frequencies in the periodic regime.

4.3 Coupled dynamics - Synchronization and Chaos

4.3.1 Synchronization

The STNOs are given different initial conditions and are given 10% mismatch in anisotropy

field and about 1% mismatch in demagnetization field. The coupled LLGS equation,

(4.4) and (4.5), is simulated using a fourth order runge-kutta algorithm with a time step

of 0.5 ps. The inclusion of time delay (due to Op Amp action) turned out to be of no sig-

nificance to the results we are presenting here and hence omitted from the discussions

that follow until Section 4.

When the GMR values are chosen to beRP = 10Ω andRAP = 11Ω, we see

the occurrence of 1:1 as well as 2:1 synchronization as plateaus in figure 4.2. In the

1:1 synchronization regime, the master and slave STNOs precess with the same fre-

quency, whereas in 2:1 synchronization the master STNO has double the frequency of

precession as compared to slave STNO. As the coupling resistanceRC is increased the

limit cycle frequency of the slave decreases in the OOP regime and then cross over to

IP regime. After this, increasingRC causes the frequency to slowly go up. This also

matches with the general response of a STNO to spin current, as increasingRC ef-

fectively reduces the strength of coupling(Bertotti et al., 2005). Upon close inspection
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Figure 4.3: The phase space trajectory (limit cycles) and time trace of free

layer magnetization dynamics at 1:1 as well as 2:1 synchroniza-

tion phases. Solid red lines (lower trajectory in (a) and (c)) denote

the master where as dashed blue lines (upper trajectory in (a) and

(c)) denote the slave dynamics. To avoid overlap of the figures, in

(a) and (c), the trajectory of the slave oscillator (dashed blue lines)

has been shifted up by 1 unit along themz axis.

evidence for 1:2 synchronizations can also be found in the figure. This is discussed

in some detail later in this section. The nature of free layermagnetization dynamics

in these regions are further elucidated in figure 4.3. Figure4.3 (a) and (b) are phase

space trajectory and time trace ofmz respectively, at 1:1 synchronization region. The

coupling resistanceRC = 60Ω and the other parameter values are as in figure 4.2. It

is clear that when the master is executing IP oscillations the slave is executing OOP

oscillations. Figure 4.3 (c) and (d) are phase space trajectory and time trace ofmz re-

spectively, at 2:1 synchronization region. The coupling resistanceRC = 63Ω. It can

be seen that both the master and the slave are now executing IPoscillations. We see

that there is a definite phase-locking happening between theSTNOs though phase of

one lags the other (figure 4.3 (b) and (d)). While 1:1 mode locking, when STNO1 is

undergoing IP oscillations STNO2 goes to OOP oscillation. During 2:1 mode locking

both STNO1 as well as STNO2 executes IP oscillations.
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Figure 4.4: The power spectrum for the synchronized as well as desynchro-

nized phase. Parameter values are same as that in figure 4.2. Syn-

chronized precession is at11GHz. Desynchronized precession is

at 11GHz for the Master and7.5GHz for the slave. At synchro-

nizationRC = 60Ω and at desynchronizationRC = 80Ω.

In order to see the power gain at the synchronization frequency we plot the Fourier

spectrum of both the STNOs in a single figure (figure 4.4 (b)). For comparison the

scenario during desynchronization is also given at the top of the same figure. We see a

distinct increase in the power at the synchronization frequency at11GHz. The power

ratio of the two oscillators, an important quantity to keep track of, is found to be in-

dependent of initial condition of the slave system, a directconsequence of limit cycle

motion. To further analyse the extent of synchronization weconstruct the phase portrait

in the plane ofadc andRc which is shown in figure 4.5. Many points in the region

(blank) between the 1:1 and 2:1 mode locking corresponds to the multi-periodic dy-

namics where the dynamics jumps between the two symmetric OOP orbits but with a

definite frequency. In multi-periodic case, the frequency of STNO2 differs from that of

STNO1 and hence is grouped with the desynchronization region. This point is further

elaborated in Section 4.3.2. It is evident from figure 4.5 that higher spin currents require

higher coupling resistance in order to synchronize the coupled dynamics. The power

ratio (between oscillator 2 and 1) remains more or less the same within the 1:1 synchro-

65



nization regime, with average value 0.5 and fluctuations bounded between 0.6 and 0.4,

even when the limit cycle frequency is changed by tuning the parameters. We notice

that, apart from some isolated points, chaos at the boundarybetween IP and OOP oscil-

lations is seldom observed at the chosen parameter values. In the next section we give

a plausible explanation for the clustered chaotic points far from the synchronization

region.

 180

 185

 190

 195

 200

 205

 210

 215

 220

 20  30  40  50  60  70  80  90  100

a d
c 

(O
e)

RC (Ω)

Synchronization
Chaos

Figure 4.5: The phase portrait in theadc −RC plane at the GMR valueRAP =

11Ω. hext is fixed at 200 Oe. We see a well delimited synchroniza-

tion region (red asterisks) surrounded by desynchronization regions

(blank). Chaos is observed only at isolated points (blue circles).

4.3.2 Chaos

When the GMR values are chosen to beRP = 10Ω andRAP = 12Ω, as shown

in figure 4.6, we see the occurrence of chaos at the boundary between 1:1 and 2:1

synchronization regions. This is because the system switches between these modes of

oscillations in a random manner. In figure 4.6 we have shown the time trace as well

as the power spectrum during this phase. This is interestingbecause it can be used

to estimate the GMR ratio itself in conjunction with other experimental techniques.

During chaos, the power spectrum gets noisy and there is no useful power to be derived
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Figure 4.6: The occurrence of chaos in coupled STNOs at the GMR value

RAP = 12Ω. (a) At RC = 60Ω, which showed synchronization

earlier, we see the limit cycle frequency approaching zero.This is

due to irregular switching of STNO2 dynamics among the avail-

able OOP and IP modes which, at these parameter values, is same

as 1:1 and 2:1 synchronization modes respectively. The red line is

the frequency of STNO1. (b) The time trace ofmz displaying the

random jump between IP and OOP modes. (c) The power spec-

trum of STNO2 showing the vanishing of the well-defined peaks.

The scale of power is the same as that in figure 4.4.

out of the system. Notwithstanding the commercial problemschaotic dynamics can

bring about, from a dynamical systems point of view, they arestill extremely important

and interesting. The effect brought about by increasingRAP can be understood in the

following way: IncreasingRAP essentially implies a direct increase in the GMR value

which has a direct impact on the electrical coupling and can sometimes enhance the

synchronization regimes(Grollier et al., 2006). In our case the chaotic region seems to

be sensitive to the GMR value, and more the GMR value strongerthe chaotic dynamics.

For gaining a better understanding of chaotic dynamics we turn our attention to the

control space dynamics inRC − adc plane (figure 4.7). We see the onset of chaotic
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Figure 4.7: The phase portrait in theadc −RC plane at the GMR valueRAP =

12Ω. All other parameter values are same as in figure 4.5. We see

chaotic dynamics (blue circles) encapsulated by the synchroniza-

tion regions (red asterisks). Blank regions corresponds todesyn-

chronization dynamics.

dynamics within the synchronization region itself as expected. As in the previous case,

here also the dynamics turns into multi-periodic regime forsome parameter values

but is included in the desynchronization region in phase portraits. In figure (4.7, at

adc = 200Oe andRc = 66Ω, we have a desynchronization region which, for represen-

tative purpose, has been used to generate figure (4.8). It is clear that the dynamics is

multi periodic. Since the frequency of this precession is different from that of the mas-

ter STNO, it is grouped under desynchronization region (Forexample here slave STNO

precess with frequency = 2.742 GHz where as master STNO frequency = 11 GHz).

However, all the desynchronization points in between the synchronization branches do

not belong to this category. Thus we see that in these coupledsystems where various

m:n synchronizations happen in close by parameter ranges, chaotic dynamics tends to

happen at the boundary between these regions. This is also crucial in noisy systems, be-

cause noise invariably make the system to randomly switch between the available states

and can result in the vanishing of resonance peak even at synchronization(Li et al.,

2012).
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Figure 4.8: Time trace ofmz dynamics atadc = 200Oe andRc = 66Ω which

is a desynchronization region in figure (4.7). It is clear that the dy-

namics is multi periodic. Other parameter values remain thesame

as in figure (4.7).

The phase picture in thehext−RC space also shows the embedding of chaos region

within the synchronization region(figure 4.9). Notice thatchaos regions also appear

outside of synchronization regions in figure 4.7 as well as infigure 4.9. This is because

in the simulations we have only looked for 1:1 and 2:1 mode locking where as other

m:n synchronizations are also possible in the system. We seeevidence of such a locking

in figure 4.2, where a small plateau appears at the frequency appropriate for 1:2 mode

locking. Arguably chaotic dynamics is expected to be found associated with such higher

order mode locking as well. Here it is worth pointing out thatfractional synchronization

in coupled STNOs are also experimentally observed(Urazhdin et al., 2010).

4.3.3 Robustness under noise

Real world experiments are seldom free from external noise.This can affect the relia-

bility of our synchronization as well as chaotic regimes. Inorder to address the issue of

robustness, we studied numerically the effect of incorporating a Gaussian white noise to

the spin current, which is a good numerical approximation tothermal noise. The result

of such a numerical experiment incorporating noise is shownin figure 4.10. We notice
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Figure 4.9: The phase portrait in thehext − RC plane. adc is fixed at 200 Oe.

Other parameter values and colour codings are as in figure 4.7.

Here again chaos is closely tied to synchronization dynamics.

that when a Gaussian white noise with standard deviation 0.3was used, introducing an

equivalent error of±1Oe in the spin current (quite large deviation in a real experiment),

our synchronization and chaotic regions remain more or lessintact.

We even pushed the system with an error of±5Oe in spin current and still found the

synchronization regions intact, though more and more desynchronization regions turned

to chaotic regions. We believe this suffices to state that thesystem under consideration

is indeed robust to thermal fluctuations.

4.4 Coupled dynamics with periodic forcing

In order to incorporate the full richness of spin-valve dynamics into our study, we let

both of our STNOs to be susceptible to dynamical chaos. We usea small ac input

current, of frequencyω, in addition to the dc part to generate dynamical chaos. A time

varying current is imperative to witness chaos in an isolated STNO, whose phase space

is otherwise just two dimensional (under the macrospin assumption). Such a system

displays three distinct dynamical regimes, namelySynchronization, Modifications and
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Figure 4.10: The phase portrait in theadc − RC plane when a Gaussian white

noise with standard deviation 0.3 was used, introducing an equiv-

alent error of±1Oe in the spin current. All parameter values and

the interpretation of legends remain the same as that of figure 4.7.

We see that synchronization as well as chaos regions remain more

or less intact.

Chaosin theadc −ω parameter space (Li et al., 2006). Qualitatively, similar dynamical

behavior is noticed even with a periodically alternating Oersted field instead of the

alternating spin current (Murugesh and Lakshmanan, 2009).The figure 4.2 in Section

2 is applicable here with the modification that apart from thedc biasing voltage both

the STNOs are driven by ac current sources with tunable frequency as well. We have a

small ac current, in addition to dc current, flowing through both of the STNOs.

It should be noted that this scenario is qualitatively different from the previous case

in various important aspects. The major differences are listed below:

• Here the master and slave oscillators are driven using a periodic signal, whereas

in the unforced scenario only the slave STNO experiences a time varying signal

(fed from the output of STNO1) in the form of coupling signal.

• Here the master STNO can go chaotic feeding the slave with a chaotic signal as
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shown later in this section, whereas in unforced case the slave is at best fed a

periodic signal.

• The meaning of synchronization itself differs considerably from the earlier case.

In the unforced case, the frequency of slave STNO synchronize with that of the

master STNO. In the forced case it is the synchronization of slave STNO with

that of the external forcing which is considered as synchronization.

• Yet another difference is that, in the unforced case the frequency of master can

only be controlled indirectly via the injected spin current, where as in the forced

case frequency of forcing (ω) itself is an experimentally tunable parameter.

Again the Op Amp in voltage follower mode replicates the voltage being applied

to its non-inverting terminal on its output terminal which act as the coupling signal. In

the present analysis we take in to account the time delay,τ , introduced by the Op Amp

action between the the two oscillators. Since this is due to the internal switching delay

of Op Amp, it is taken to be a constant in the simulations (τ = 0.05ns). For the sake

of numerical calculations, delay coupled oscillator pair is approximated as an array of

N coupled oscillators, each having a coupling delay of∆ = τ/N with its previous

member(Farmer, 1982; Lakshmanan and Senthilkumar, 2010).It is noticed that time

delay has no effect on the dynamics of the system and is included here for the sake of

completeness of the analysis. Our effort to introduce phasesynchronization via tuning

time delay has also been futile as yet.

The modified coupled LLGS equations are given below (see Section 2 for details):

∂m1

∂t
− αm1 ×

∂m1

∂t
=

−γm1 ×
(

Heff1
− a (t)m1 × ex

)

, (4.8)

∂m2

∂t
− αm2 ×

∂m2

∂t
=

−γm2 ×
(

Heff2
− β (t− τ)m2 × ex

)

. (4.9)

72



where:

a (t) = (adc + aac cos ωt) (4.10)

β (t− τ) = a (t) +
a (t− τ)×R1(t− τ)

RC +R2(t)
(4.11)
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Figure 4.11: Phase diagram of the free layer magnetization dynamics in the

adc − ω plane for the slave STNO. The delay timeτ = 0.05ns.

The parameter values areaac = 20Oe,κ = 0, 4πMs = 8400Oe,

RP = 10Ω, RAP = 11Ω, RC = 20Ω. The three dynamical re-

gions are synchronization(red asterisks), modification(blank) and

chaos(blue circles). The phase diagram for the master, STNO1,

shown shaded for reference, also has similar dynamic regimes.

The ω − adc phase diagram for the drive system, STNO1 (figure 4.11), features

thesynchronization brancheswith achaotic stem, as expected (see figure 1 in (Li et al.,

2006)). Interestingly, the response system, STNO2, too shows synchronization branches

and a chaotic stem (red crosses and blue stars, respectively, in figure 4.11) identical to

that of the drive system, but with a prominent shift of the entire phase diagram towards

a lower value of spin current,adc, with the shift determined only by the coupling resis-

tor RC . An important observation is that the qualitative picture of the phase diagram

is preserved by the response STNO, in spite of being fed in, attimes, a chaotic signal.
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One may speculate that for an extended system of N-STNOs, coupled in the manner

discussed here, the individual STNOs will continue to preserve their qualitative phase

(tree) structures, albeit shifted. Although the phase diagram of STNO1, the chaotic

stem and synchronization branches, appears shifted compared to that of STNO2, it has

to be noted that upon a careful reading the two ‘trees’ are notexactly identical in their

detail. For instance, there are points on the stem region of STNO1 that correspond to

chaotic motion, but whose counterparts in the stem region ofSTNO2 do not.
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Figure 4.12: The dependence of shift in critical value of current denoted as

∆adc0 for the onset of chaos on the coupling resistanceRC for

ω = 10GHz. RC is measured inΩs and∆adc0 in Oe. As can be

seen from the figure, larger the resistance lower the shift.

An important parameter in the set of coupled equations (4.8)and (4.9), is the cou-

pling resistance in the slave circuit,RC . For a coupling resistance of20Ω, the shift in

adc is noticed to be nearly60Oe. The shift in the value ofadc as a function ofRC is

shown in figure (4.12). Agreeably, the shift in the value ofadc approaches zero for large

values ofRC , whenβ(t) approachesa(t) and the signal from STNO1 is effectively

nullified.

We rewrite here the expression for the coefficientβ, equation (4.11), to gain a

heuristic understanding of the contribution due to coupling.

74



β = adc

(

1 +
R1(t− τ)

RC +R2(t)

)

+

aac

(

cosωt+ cosω(t− τ)
R1(t− τ)

RC +R2(t)

)

= a′dc + aac f(t) (4.12)
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Figure 4.13: Time series of the ratio
(
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smaller than one but yet significant. The value ofRC = 20Ω.

The red line corresponds toadc = 250Oe andω = 26GHz and

blue lines correspond toadc = 190Oe andω = 26GHz. Other

parameters remains the same as that of figure 4.11.

For some sample values of the parametersω and adc we study the temporal be-

haviour of the termR1(t − τ)/(RC + R2(t)) (see figure (4.13). It is noticed that this

ratio shows sharp fluctuations over a period, but varies smoothly in between. For the

sample values we studied, the time period of fluctuations arecomparable (∼0.4 ns) to

the time period of the ac part of the spin current(∼0.25 ns). However, the magnitude

of these fluctuations are bounded in the range of0.04, but with a significant average

value compared to 1. Thus, allowing for small fluctuations, the effective value of the

dc current increases (a′dc in (4.12)), consequently reducing the critical value ofadc at
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which chaotic dynamics sets in. For the same reason, the timeperiodic part ofβ, f(t)

in (4.12), remains periodic with the same frequencyω as the applied spin-current.

4.5 Outlook

In summary, we have proposed a system of two coupled spin-torque nano-oscillators—a

drive system and a response system—and studied its behaviour numerically. The oc-

currence of 1:1 as well as 2:1 synchronization in the system are examined in detail.

In the crossover region between these two synchronization dynamics we have shown

the existence of chaotic dynamics and how it depends upon system parameters. We

have demonstrated the power augmentation in the synchronization regimes which is of

great practical importance in the current spintronics industry. We extended the study to

the coupled dynamics under periodic forcing scenario and demonstrated the interesting

possibility of controlling the nature of dynamics of the response oscillator - periodic os-

cillations synchronized to the applied ac spin-current, orchaotic. Our simulations show

a prominent shift of the chaos regions towards low spin-current side due to coupling, the

shift being determined by the coupling resistor. The pivotal role played by the coupling

resistor in unforced as well as forced scenarios, as an experimentally tunable parameter

for the response system, is demonstrated.

Commercially available ultra-high speed Op Amps (frequency >1 GHz) have fre-

quency ranges upto 2 GHz (For example the model LMH6702 from Texas Instruments

is a 1.7 GHz, ultra low distortion, wide band Op Amp). Though frequency of limit

cycles in STNOs usually shoots above this range, making the immediate experimental

realization of the coupled system impractical, we nevertheless believe higher frequency

Op Amps would be available commercially in the near future. Moreover, from our re-

sults it is apparent that it is the average value of fluctuations which is responsible for

dynamical effects. Hence, minor distortions in the high frequency coupling signal due

to Op Amp will not alter the the results presented here.

The master slave coupling and the preservation of structures in the phase space are

attractive features for large scale integration of coupledSTNOs. Thermal as well as
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other fluctuations in the output signal of the slave will not be fed back into the master.

So a fine tuned master can serve as the source of a pre-set frequency to which all other

oscillators can be made to synchronize in aN-coupledscenario by tuning individual

coupling resistors. This feature, unique to master-slave coupling, makes our proposal

distinct and interesting over other proposed coupling schemes.
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CHAPTER 5

CONCLUSION

“As far as the laws of mathematics refer to reality,

they are not certain; and as far as they are certain,

they do not refer to reality."

— Albert Einstein

In the preceding chapters, we have described our results in detail, and also sum-

marized them at various places in the text. It remains to place the work in a broader

perspective, and to list interesting open problems and vistas for future work. Along the

lines of the famous saying “No man is an island unto himself" (attributed to poet John

Donne), one can say that no scientific work is an island unto itself. The work presented

here forms part of a grander constellation of problems related to the area of spintronics

and nonlinear dynamics in general. Here we outline some of the directions research in

this area can take.

First, on the numerical front, the most obvious extension ofthe work presented here

is to go beyond themacrospinconcept. This means tackling a nonlinearpartial differen-

tial equation in two or three dimensions, which is a computationally extensive problem.

This nevertheless is an important eventuality to be taken care of in the future work.

Dispensing with the macrospin approximation leads us to a full fledged micromag-

netic simulation with the exchange interaction term included (refer 2.4). This could be

achieved either by using a finite difference method or a finiteelement method depending

upon the geometry of the sample using packages like OOMMF(Donahue and Porter,

Sept 1999) or nmag(Donahue and Porter, Sept 1999; Fischbacher et al., 2007). Many

results have already been reported in this regard in the literature(Li and Zhang, 2003;

Liu et al., 2003; Lee and Dieny, 2006; Acremann et al., 2006).Some predictions of

single-domain spin-torque theory, such as very weak dependence of the critical current

densityjc for the onset of magnetic excitation on wafer-level distribution of cell size,

have been shown to be incorrect by such rigorous micromagnetic simulations. It is



seen that the switching time and current density are strongly affected by the cell size

for low spin polarization. Larger samples with a small length-to-width ratio and small

spin polarization can exhibit a nonmonotonous dependence of switching time on cur-

rent. Excitation of incoherent spin waves caused by the circular Oersted field due to

the current is responsible for this nonmonotonous dependence. However, the magnetic

dynamics recovers a single-domain-like behaviour when thespin polarization is high

and/or the cell size is small(Lee and Dieny, 2006). In another study, micromagnetic

simulations revealed that, spin transfer effects and the vortex fields cannot fully account

for the CIMS in low resistance MTJs (area of cross-section∼2-3µm2) with reported

critical current densities of 1.9×106 A/cm2(Liu et al., 2003). It would be illuminating to

see how our results get modified by relaxing the monodomain approximation. But apart

from that, this is a research area on its own right and can leadto new and unexpected

results.

Another interesting area of research, closely related to the work presented here,

is the current driven domain wall motion in nano ferromagnetic films. Magnetic do-

main walls (DW) have always attracted enough attention due to its fundamental and

applicative appeal. They are small magnetic objects propagating with high speeds

(∼100 ms−1)(Hayashi et al., 2007; Pizzini et al., 2009). The first conclusive experi-

mental evidence for current driven DW motion came in the years 2000(Grollier et al.,

2002; Kläui et al., 2003; Grollier et al., 2003). By using e-beam lithography techniques,

it was then possible to fabricate magnetic stripes, which favoured magnetization rever-

sal by domain wall nucleation and propagation. Thanks to thesmall cross section of the

samples, the current densities necessary to move the domainwall where reached for rea-

sonable injected dc currents of typically a few mA. The favoured geometry of the DW in

magnetic stripes made of NiFe material is that of Neel type. The magnetization rotates

in the plane of the layer, resulting in domain wall sizes of a few hundred nanometer,

comparable to the stripe width. The spin-transfer torque experienced by such a wall can

be written as (this is due to in-plane currents as contrastedto the out-of-plane currents

we have been dealing with till now using equation (2.17)):

TSTT = −(u · ∇)m, (5.1)
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whereu is a velocity proportional to the amplitude of the torque, given by:

u = JPgµB/(2eMs), (5.2)

whereJ is the current density,P the spin polarization,Ms the saturation magnetization,

g the g-factor andµB the Bohr magneton. As we did in the earlier chapters, it is quite

useful to add this term to the LLG equation (2.13), to study the current induced DW

motion. We get:

ṁ = −γm × Heff + αm × ṁ − (u ×∇)m. (5.3)

The other terms have the usual meaning as explained in chapter 2. By solving equa-

tion (5.3) analytically or by micromagnetic simulations, the predicted threshold current

densities for domain wall motion were one order of magnitudelarger than the experi-

mental values(Thiaville et al., 2004). In order to account for the experimental values,

one more term was added to equation (5.3)(Zhang and Li, 2004):

ṁ = −γm × Heff + αm × ṁ − (u ×∇)m + βm × [(u ×∇)m], (5.4)

where the last term points out of the plane and generates demagnetizing field for effi-

cient DW motion.β is a dimensionless parameter like the Gilbert dampingα, but is not

the same as the one introduced in equation (2.18). Looking atequation (5.4), it is obvi-

ous that much analytic and numerical work can be done here along the same lines done

in this thesis. This is an active research area mainly becuase of the potential application

in the DW-RAM and the ‘racetrack’ memory(Parkin et al., 2008).

Even more exotic structures such as magnetic vortices appear in suitably shaped

nano magnetic elements because they are energetically favoured over other config-

urations. Vortex is a curling in-plane magnetic configuration with a small spot of

out-of-plane magnetization appearing at the core of the structure(Shinjo et al., 2000;

Wachowiak et al., 2002). In 2007, spin polarized current driven magnetic vortex oscilla-

tions are demonstrated in a nanoscale spin valve structure(Pribiag et al., 2007; Mistral et al.,

2008). Since then, magnetic vortex oscillators have begun to attract considerable atten-

tions owing to several advantages over STT-driven nano-oscillators associated with the
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precessional motion of uniform magnetization (chapter 4).STT induced by in-plane

currents are shown to produce a vortex gyroscopic motion, known as the vortex core

(VC) translational mode, while passing through a single vortex(Shibata et al., 2006).

Spin polarized current (perpendicular to plane) induced vortex polarity switching is

also demonstrated around the same time(Caputo et al., 2007). Although most of the

analysis are done using OOMMF(Donahue and Porter, Sept 1999), very useful analyt-

ical approaches are since been developed. One such approachincludes treating the

vortex as a quasi particle whose motion (with center ata = [ax, ay]) is described by

an equation derived from the LLG equation by Thiele(Thiele,1973) (later adopted to

vortices by Huber(Huber, 1982))):

G × ȧ =
1

R2

∂Etot

∂a
−

↔

D · ȧ, (5.5)

whereG = 1
γ
(−2πpLµ0Msẑ) is the gyrovector withp = ±1 denoting the vortex’s

polarity.L denotes disk’s thickness,
↔

D = 1
γ
(−2πLαµ0Ms(x̂x̂ + ŷŷ)) is the dissipation

tensor of second order, andEtot(a) is the total magnetostatic potential energy of the

vortex. Thiele’s equation has been used as one of the most convenient approaches for

dealing with vortex dynamics. Equation (5.5) can be extended to include the STT effects

but we refrain from describing it here (see reference (Shibata et al., 2007)).

We now shift the focus to future work in the analytical front.The Landau-Lifshitz

equation without dissipation or spin-transfer term appears as a dynamical equation for

the classical continuous Heisenberg model of ferromagnets. The Hamiltonian density

for the Heisenberg ferromagnet is given by:

H =
1

2
(∂im) · (∂im), (5.6)

where the spin,m(r , t) = (m1, m2, m3), is a three dimensional vector with unit mod-

ulus (m2 = 1). Indexi runs from 1 to 3 and dot product is defined in the internal spin

space. This model is also closely related to theO(3) nonlinear sigma model, which is

the Lorentz invariant extension of the Heisenberg model. This is also the simplest rela-

tivistic field theory admitting soliton solutions. The model has the following Lagrangian
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density(Rajaraman, 1987):

L =
1

2
(∂µn) · (∂µn), (5.7)

wheren is a 3D vector in the internal space with the constraintn · n = 1. µ is the

Lorentz index running from 0 to 3. Scalar product is implied in internal space as well as

in coordinate space. Note that both the Lagrangian (5.7) andthe constraint are invari-

ant under globalO(3) rotations in the internal space, hence the nameO(3) nonlinear

σ-model. The LL equation in (1+1) dimensional was shown to be completely inte-

grable some decades ago(Lakshmanan, 1977; Takhtajan, 1977). Belavin and Polyakov

showed that in 2D, a class of static solutions can be obtained, each associated with some

topological charge(Belavin and Polyakov, 1975). Further,in 2D, the system has been

shown to be integrable with a Lax pair, but only for a particular case, using the Tjon and

Wright ansatz(Tjon and Wright, 1977). Nothing much is knownabout the solutions of

LL equaiton in (3+1) dimensions. Developing even some particular solutions for LL

equation, or for nonlinearσ-model for that matter, in higher dimensions would be of

much fundamental interest.

Most of the solitonic structures associated with Heisenberg model or nonlinearσ-

model (in one or two dimensions) have been all point-like configurations. When em-

bedded in three dimensions, a point-like 2D soliton becomesa line vortex. For finite

energy, its length must be finite which is possible if its coreforms aknot. In 1975,

L. Faddeev proposed that, knotted vortices could be constructed in a definite dynami-

cal model(Faddeev, 1979). This model describes the (3+1) dimensional dynamics of a

three-component vectorn(x, τ) with unit length,n · n = 1. As we have seen, such a

vector field is a typical degree of freedom in the nonlinearσ-model and also is an order

parameter in the Heisenberg model of ferromagnets(see equation (5.7)). The explicit

solution conjectured in the above reference, had the shape of a doughnut; it is a closed

torus-like vortex ring, twisted once around its core beforejoining the ends to ensure

stability against shrinking. In knot theory this structurecorresponds to theunknot, the

simplest possible knot-like structure. In 1997, Faddeev and Niemi numerically showed

that knot like structures indeed emerge as stable, finite-energy solutions in the model

stated above(Faddeev and Niemi, 1997). They found strong evidence for the existence

of the doughnut-shapedunknotvortex. In addition their results pointed strongly to the
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possibility of existence of a trefoil vortex; the simplest non-trivial knot. This general

family of knots can be classified by counting how many times a knot winds a torus,

both around and along the direction of the doughnut. Despitethe relevance of knots

to a large number of physical systems, its properties have not been much investigated.

This largely due to the absence of theoretical means for generating stable knots in a

nonlinear field theory. Battye and Sutcliffe extended Faddeev’s work and showed the

existence of solutions exhibiting rich and spectacular variety of phenomena including

toroidal solitons with twists, linked loops and knots (for topological charges between

one and eight)(Battye and Sutcliffe, 1998). These works used the following Lagrangian

density:

L = ∂µn · ∂µn −
1

2
(∂µn × ∂νn) · (∂µn × ∂νn), (5.8)

where the fieldn ≡ (n1, n2, n3) takes values on 2-sphere (n2 = 1), just like in Heisen-

berg model. The two parts of the Lagrangian are known as the sigma model term and

the Skyrme term respectively. The second term is added to stabilize the soliton against

scaling as in Derrick’s theorem(Faddeev, 1979). This is an exciting albeit difficult ter-

ritory of exploration in the analytical front regarding theHeisenberg ferromagnet and

LL equation in (3+1) dimensions. Interestingly enough, isolated trefoil knots as well

as pairs of linked vortex rings in water have been created in laboratory recently using a

new method of accelerating specially shaped hydrofoils(Kleckner and Irvine, 2013).

Unlike the soliton solutions of the conservative LL system,dissipative solitons are

localized excitations realized by a balance between non-linearity, dispersion, gain and

loss in dissipative systems. If we allow STT to be like a gain mechanism which

balances the damping loss we can conjecture the existence ofdissipative solitonsin

nano ferromagnets. These are called ‘magnetic droplet’ solitons(Hoefer et al., 2010;

Hoefer and Sommacal, 2012; Hoefer et al., 2012). The existence of magnetic droplet

solitons has been vindicated by experiments using nanocontact based STNO very re-

cently (Mohseni et al., 2013). Undoubtedly this is a new and exciting area of research

closely related to the work presented in this thesis.

Again it becomes apparent that the phenomena associated with Landau-Lifshitz

equation and spin transfer torques in nano ferromagnets areindeed plenty. This re-

mains a fertile area both for fundamental and application oriented research. As we have
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pointed out in section 2.10, spintronics as a contemporary area of science and technol-

ogy bridges the gap between fundamental research and technology follow up. So it is

reasonable to expect that our modest contribution to this vast area of knowledge would

indeed turn out to be a stepping stone towards more research and exciting results.
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APPENDIX A

Derivation of the Slonczewski term in LLGS equation

We give a brief account of Slonczewski’s derivation of the spin transfer torque term

added to the LLG equation (equation (2.13)) based on his 1996paper(Slonczewski,

1996). He assumed ballistic conditions and used WKB wave functions to predict the

interesting fact that a transfer of vectorial spin accompanies an electric current flowing

perpendicular to two parallel magnetic films connected by a normal metallic spacer.

Let’s consider a five-layer structure consisting of the trilayer structure similar to fig-

ure (2.3) with two additional paramagnetic conductors as contacts. The magnetization

vectors (global spin orientation per unit area) of the ferromagnetic layers are denoted by

S1 (pinned) andS2 (free). The relation between these two vectors and the totalangular

momentaL 1 andL 2 in the two layers is given by:

L 1 = h̄S1As, L 2 = h̄S2As, (A.1)

whereh̄ is the Plank’s constant andAs is the cross-sectional area of the thin film. A

schematic of the metallic five layer structure is given in figure (A.1).

In figure (A.1), layers A, B, and C are paramagnetic, whereas F1 and F2 are ferro-

magnetic. Consider a flow of electrons moving rightward through the structure. F1 spin

polarizes the electrons to some degree (remember there is nopinningconsidered here)

along the instantaneous axis parallel to the vectorS1. This leads us to consider a trilayer

(B, F2, C) model in which electrons with initial spin state alongS1 is incident from re-

gion B onto ferromagnet F2. Consider the moving frame (x̂, ŷ, ẑ) satisfyingS2 = S2 ẑ

and having the axiŝy in the direction ofS2×S1. This frame rotates as determined by the

rotating vectorsS1,2. Using ẑ as the spin quantization direction in this moving frame,

the spin state of electron incident from region B is (cos (θ/2), sin (θ/2)).

The Coulomb plus Stoner exchange potential of the magnet hasthe locally diagonal

valuesV±(ξ), whereξ is the position coordinate perpendicular to the pentalayer. The



Figure A.1: Coulomb plus locally diagonalized exchange potentialV± versus

positionξ in five-layer system composed of paramagnets A, B, C,

and ferromagnets F1 and F2(Slonczewski, 1996).

subscript± corresponds to the majority/minority - spin electron band,respectively,

introduced in the Chapter 1. Within WKB approximation, we define theξ-component

of the corresponding wave vectorsk±(ξ). In units where (̄h2/2) divided by electron

mass is taken as unity, the wave numbers are:

k± =
(

E − k2p − V±
)1/2

, (A.2)

whereE is the energy of the electron andkp is the magnitude of the conserved compo-

nentkp of the wave vector normal to the axisξ. Let F2 is betweenξ = ξ1 andξ2 and

ξ = 0 be the center of region B so that we have the equalityV+ = V−. We assume that

k+ = k− is real in paramagentic regions outside F2. The stationary WKB Hartree-Fock

spinor wave functionψ = (ψ+, ψ−) carrying unit particle flux is:

ψ(ξ) =

(

k
−1/2
+ (ξ) exp

[

i

∫ ξ

0

k+(ξ
′) dξ′

]

cos (θ/2),

k
−1/2
− (ξ) exp

[

i

∫ ξ

0

k−(ξ
′) dξ′

]

sin (θ/2)

)

, (A.3)

whereξ ≥ 0.
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The rightward particle fluxΦe and the components of the rightward Pauli-spin flux

Φ ≡ (Φx,Φy,Φz) defined as

Φe,z(ξ) = Im

(

ψ∗

+

dψ+

dξ
± ψ∗

−

dψ−

dξ

)

, (A.4)

Φ+(ξ) = Φx + iΦy = i

(

dψ∗

+

dξ
ψ− − ψ∗

+

dψ−

dξ

)

(A.5)

satisfy general conditions of continuity. For the state (A.3), the Pauli-spin flux within

regions B and C approaches:

Φ+ = exp

(

i

∫ ξ

0

(k− − k+)dξ

)

sin θ,Φz = cos θ. (A.6)

These equations describe the conical precession of one-electron spin abouts2 with

the frequency governed by the exchange splitting (V− − V+) while it traverse F2. Now

we invoke the conservation of the angular momentum by stating that magnetreact to

the traversing of such an electron by acquiring a change in classical momentum∆s2

equal to the sum of the inward spin fluxes from both the sides ofF2:

∆S2,x + i∆S2,y = [Φ+(0)− Φ+(∞)] /2

=
1

2

[

1− exp

(

i

∫

∞

0

(k− − k+) dξ

)]

sin θ, (A.7)

∆S2,z = 0. (A.8)

The average spin transfer with respect to the direction of electron motion, and therefore

that of (k+ − k−), is according to equation (A.7):

〈∆S〉 = (sin θ, 0, 0)/2. (A.9)

This is equivalent to the total absorption of the expectation value of the transverse com-

ponent of spin (̂x) of the electron incident of F2. Now, if the Stoner splittingis so large

as to eliminate the minority-spin electrons from the magnetor in the case wherekp is

sufficiently large, then according to equation (A.2),k− will be imaginary. That is, the

componentψ− completely reflects back to region B whereasψ+ completely transmits

to region C. Consequently, the spin factor of the reflected wave is (0, sinθ/2) and that of
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the transmitted wave is (cosθ/2, 0). Since the matrix element given by equation (A.5)

is off-diagonal, the scattering from F2 totally annihilates the transverse spin. Since the

spin is conserved, this transverse spin is totally transferred to F2 without oscillations.

But since the transmitted electron flux is cos2 (θ/2), the spin-transferper transmitted

electronis:

∆S2 =
sin θ

2cos2 (θ/2)
(1, 0, 0) = (tan θ/2) (1, 0, 0). (A.10)

Equations (A.7, A.10) describe the complete transfer of thetransverse component of

incident electron-spin to the scattering ferromagnet.

Treatment of total electron flow through all the five regions in the figure (A.1) gives

useful macroscopic expressions for current driven spin-transfer, including dynamical re-

actions of the ferromagnets F1 and F2. The paramagnets A and Care considered semi-

infinite. The interiors of all the paramagnets have the parabolic energy-momentum ex-

pressionE = k2
±
+k2p−Q

2, whereQ is the magnitude of the Fermi vectorQ andE = 0

is taken to be the Fermi level. Since, as seen in figure (A.1),V± only varies near the

interfaces, we determineQ at the centerξ = 0 of region B. Since the ferromagnets are

assumed to have similar band structure, we haveE = k2
±
+k2p−K

2
±

, whereK± are sim-

ilarly the magnitudes ofK±, the internal Fermi vectors for majority/minority-spin elec-

trons respectively. The calculations are very similar to what we have already described,

but the algebra is quite lengthy. We refer the original Slonczewski’s paper(Slonczewski,

1996) for the interested readers. Here we give the final result of such a calculation for

the macro spin dynamics of both the ferromagnetic layers:

Ṡ1,2 = −
GJe
|e|

s1,2 × (s1 × s2), (A.11)

wheres1 ands2 are the unit vectors alongS1 andS2 respectively, e is the electron charge,

andJe is the electric current density, taken as positive when the electrons flow from the

free layer into the fixed layer. The quantity G is given by the expression:

G =

[

−4 + (1 + P )3
(3 + s1 · s2)

P 3/2

]−1

, (A.12)

where P is the degree of spin polarization. Typical values ofP in ferromagnetic metals

are∼ 0.3—0.4 as mentioned in chapter 2. It is now just a matter of adding equa-
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tion (A.11) to the LLG equation for the free layer to get a generalized LLG equation

which can account for spin transfer effects in metallic trilayers. Slonczewski derived

the following generalized LLG equation for the free layer magnetization dynamics:

Ṡ2 = s2 ×
(

γHan(ex · S2)ex − αṠ2 −
GJe
|e|

(s1 × s2)
)

, (A.13)

whereHan is the anisotropy field magnitude andex is the direction of in-plane anisotropy

in the free layer. In appendix B we outline the steps involvedin transforming equa-

tion (A.13) in the dimensionless form used in this thesis (equation (2.18)).
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APPENDIX B

Derivation of the LLGS equation in the dimensionless

form

As outlined in appnedix A, Slonczewski derived the following generalized LLG equa-

tion for the free layer magnetization dynamics subject to STT:

Ṡ2 = s2 ×
(

γHan(ex · S2)ex − αṠ2 −
GJe
|e|

(s1 × s2)
)

. (B.1)

Here we very briefly show the procedure of converting equation (A.13) into the fa-

miliar form (equation (2.18)) we have used in this thesis. Equation (A.13) refers to a

free layer subject to anisotropy effects. This can be generalized to the case of generic

effective fieldHeff by observing that the anisotropy field involved in equation (A.13) is

Han = −Han(ex · s2)ex. The minus sign is due to the fact that the spin directions2 is

opposite to that of the magnetization. So in order to generalize equation (A.13), replace

−Han(ex ·s2)ex with Heff = Hexchange+Han+Hdemag+Hext (equation (2.6)). This al-

lows one to account for external fields and magnetostatic fields, both important for thin

film magnets, in the generalized LLG equation. Now one can express equation (A.13)

in terms of the average magnetizationM in the free layer by using the relation between

S2 andM . The total magnetic moment of the free layer is equal to−γh̄S2As/µ0, and

its volume isAsd, d being the free-layer thickness. Therefore:

M = −γh̄S2/µ0d. (B.2)

Also since in our studies, the magnetization of F1 layer is fixed and we are only

interested in the dynamical behaviour of the free layer. So we can as well define

s2 ≡ −m = −M/Ms, wherem is the unit vector alongM andMs is the saturation

magnetization. Putting back these equation into (A.13) we have:

ṁ = −γMsm ×

(

heff −
α

γMs
ṁ −

GJe
Jp

(ep × m)

)

, (B.3)



whereheff = Heff/Ms, ep ≡ −s1 identifies the magnetization direction in the free

layer, and the current density parameterJp is:

Jp = µ0M
2
s

|e|d

h̄
. (B.4)

Finally, we do the time rescaling;t → γMst implying time measured in picoseconds

as shown in Chapter 2. Making use of equation (A.12) in equation (B.3) we get the

dimensionless form of the LLGS equation as given in Chapter 2and Chapter 3(refer

(2.18)):
∂m
∂t

− αm ×
∂m
∂t

= m ×

(

heff − β
m × ep

1 + cpm · ep

)

, (B.5)

where the new parameters are defined as follows:

β = bp
Je
Jp
, (B.6)

bp =
4P 3/2

3(1 + P )3 − 16P 3/2
, (B.7)

cp =
(1 + P )3

3(1 + P )3 − 16P 3/2
. (B.8)
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